Imaging three-dimensional single-atom arrays all at once
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Abstract: Simultaneous imaging of a three-dimensional distribution of point sources is presented. In a two-lens microscope, the point-spreads on the quasi-image plane, which is located between the Fourier and image planes, are spatially distinct, so a set of Fresnel lenslets can perform individual wave-front shaping for axial and lateral rearrangements of the images. In experiments performed with single atoms and holographically programmed lenslets, various three-dimensional arrangements of point sources, including axially aligned atoms, are successfully refocused on the screen, demonstrating the simultaneous and time-efficient detection of the three-dimensional holographic imaging. We expect that non-sequential real-time measurements of three-dimensional point sources shall be in particular useful for quantum correlation measurements and in situ tracking of dynamic particles.
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1. Introduction

In recent years, optical engineering of quantum systems has witnessed very rapid technological progress. One good example is optical trapping of single atoms in synthetic structures of a few micrometers in size [1–3]. In conjunction with Rydberg-atom interactions, these optically-driven quantum systems are referred to as Rydberg-atom quantum simulators and demonstrated 20-qubit GHZ state generation [4], 50-qubit quantum annealing [5], and quantum simulations of Ising-type [6,7] or XY spin models across phase transitions [8]. Currently, being fueled by the desire to reach the quantum advantage regime [9], improvements of these systems are being actively investigated in their performance and scale. As far as optical technologies are concerned, improvements can be made in areas of trapping, manipulating, and probing. For the first two, making optical traps as many as $N = 1000$ [10] and optical quantum gates of extreme precision [11] are being investigated. For the last, we consider in this paper an efficient, three-dimensional (3D) optical probing of quantum systems. Simultaneous detection of 3D atoms, which is 3D point-source imaging in optics, is expected to be of particular importance in 3D qubit applications [12–14] and also in other applications requiring non-sequential measurements [15].

Obtaining the volumetric information of a 3D distribution of point sources all at once is an interesting and challenging optical problem [16]. Conventional 3D imaging modalities like computational tomography [17], magnetic resonance imaging [18], or ultrasonography [19], require tomographic two-dimensional (2D) images, in order to reconstruct a 3D image, so such a multi-shot sequential method costs computational resources as well as processing time. Pin-hole camera imaging [20] or extended depth-of-field imaging [21] can map 3D objects on to a 2D screen all at once, but their axial information is lost. Fresnel incoherent correlation holography [22] allows acquiring interference-based 3D information, while it requires at least three camera shots and reconstruction process. If the axial positions are given as a priori information, direct
3D imaging that preserves complete 3D volumetric information may be possible. One example along this approach is the use of multi-focal grating [23], which implements \( N \) different focal lengths in one grating device so that as-many tomographic images are simultaneously projected on to \( N \) different sections of a large screen; nonetheless, this method produces unwanted \( N-1 \) ghost images [24] and thus demands extra exposure time. The extended imaging time is often less favorable in applications that can benefit from one-shot 3D imaging.

In this study, we demonstrate a method to use space-variant holographic functions [25] for one-shot 3D imaging. The central concept of our method originates from the optical conformal mapping, best known as “imaging on curved surfaces” [26], which uses a computer-generated hologram (CGH) to map an object plane on to a curved screen. In our method (3D holographic imaging, hereafter), the optical direction is reversed so that “3D scattered point sources” are mapped on to one image plane. One example is shown in Fig. 1, where twelve single atoms are used as individual point fluorescence sources and the 3D holographic imaging method, to be described in Sec. 2, can properly image the otherwise unimaged atoms. In the rest of the paper, we first describe the working principle of the proposed method in Sec. 2 and, after briefly explaining the experimental procedure in Sec. 3, we present a few exemplary demos along with their performance summary in Sec. 4. The conclusion follows in Sec. 5.

![Fig. 1.](image)

Fig. 1. (a) The icosahedron configuration of twelve \((N = 12)\) single atoms on four different axial planes, respectively at \( z = -a, 0, 2a, \) and \( 3a (a = 8 \mu m) \). (b) Conventional imaging with an insufficient depth of field (DOF, \( z_{\text{DOF}} = \lambda/NA^2 = 3.1 \mu m \) for \( NA = 0.5 \) and \( \lambda = 780 \) nm). (c,d) 3D holographic imaging (c) with axial displacements only and (d) with both axial and lateral displacements.

2. Holographic 3D imaging

The key idea of 3D holographic imaging is wave-front shaping on a quasi-image plane (QIP). The images of point sources are blurred on QIP and their spatial frequency components are strongly coupled with QIP coordinates. So, wave-front shaping on QIP can individually redirect and thus focus the point spreads of the point sources. A schematic setup is shown in Fig. 2, which consists
of a two-lens microscope, a relay lens to the screen, and a spatial light modulator (SLM) placed on the QIP.

![Optical layout of the 3D holographic imaging microscope](image)

**Fig. 2.** Optical layout of the 3D holographic imaging microscope, which consists of an objective lens (of focal length $f_1$), a tube lens ($f_2$), an SLM at the quasi-image plane (QIP), and a relay lens ($f_3$) to the final image screen (S). The red line indicates the chief ray of a point source $A_i = (x_i, y_i, z_i)$ to the original, unshaped image $A'_i = (-Mx_i, -My_i, 2L + M^2z_i)$ on the intermediate image plane (IP), which results in an out-of-focus screen image. With a Fresnel lenslet programmed on the QIP, which is separated by $d$ from the IP, the redirected ray (blue line) is focused on to IP. The left-hand side figure shows the CGH pattern $\Phi_{\text{SLM}}(X, Y)$ of the Fresnel lenslet and the right-hand side figure compares the original and as-focused images on the screen.

In this setup, point source $A_i(x_i, y_i, z_i)$ is otherwise (without wave-front shaping) imaged at $A'_i(-Mx_i, -My_i, 2L + M^2z_i)$, where $M = f_2/f_1$ is the magnification and $L = f_1 + f_2$. The axial and lateral shifts are given by $(x'_i, y'_i) = (-Mx_i, -My_i)$ and $z'_i = M^2z_i$, respectively, from the image $O'$ of the origin. So, the space-variant phase function of the point spread on the QIP is given by

$$\phi_i(X, Y) = \frac{k^2}{2d + z'_i} \left( (X - x'_i)^2 + (Y - y'_i)^2 \right), \quad (1)$$

where $X, Y$ denote the QIP lateral coordinates, $k = 2\pi/\lambda$ is the wave number, and $d$ is the separation between the QIP and the image plane (IP). The wave-front shaping in our 3D holographic imaging intends to direct the focus at $A'_i$ to $A''_i = (x'_i, y'_i, 2L)$ on the image plane. For that, the phase $\phi_i(X, Y)$ is eliminated and a quadratic phase function (Fresnel lens) is programmed to focus the remaining planar beam. So, the resulting phase function is given by

$$\Phi_i(X, Y) = \frac{k}{2f_i^F} \left( (X - x'_i)^2 + (Y - y'_i)^2 \right) \quad (2)$$

with $f_i^F = d(d + z'_i)/z'_i$ the focal length of the Fresnel lenslet to be programmed.

For $N$ point sources, the phase functions $\Phi_i$ (for $i = 1, \ldots, N$) are to be superposed, which is permitted as long as the intensity profiles of the beams on the QIP are non-overlapping with each other. (If the profiles are in part overlapping, the phase functions are to be sectioned appropriately.) According to $ABCD$ matrix calculation, the ray center, $(X'_i, Y'_i)$, and the light-cone diameter, $D_i$, of the $i^{th}$ QIP beam are respectively given by

$$\left( X'_i, Y'_i \right) = \left( 1 + \frac{d + z'_i}{M^2f_1 - z'_i} \right) \left( x'_i, y'_i \right) \quad (3)$$

$$D_i = \frac{2\text{NA}}{M} |d + z'_i|, \quad (4)$$
where NA is the numerical aperture of the entrance pupil. The total phase function of the required $N$ Fresnel lenslets is then given by

$$\Phi(X, Y) = \sum_{i=1}^{N} \Phi_i(X, Y) H\left((X - X_i)^2 + (Y - Y_i)^2 - \frac{D_i^2}{4}\right),$$  \hspace{1cm} (5)$$

where $H(x)$ is the Heaviside step function defined by $H(x) = 1$ (0) for $x > 0$ ($x < 0$).

3. Experimental procedure

As an experimental demonstration of the 3D holographic imaging, we use isolated single atoms as point sources. The atoms are positioned in three-dimensional free space with optical tweezers (far-off resonant optical dipole traps). The details of the atom arrangements are reported elsewhere [3,14,27]. In brief, the atoms (rubidium, $^{87}$Rb) are first cooled below 100 $\mu$K in a $10^{-10}$ Torr vacuum chamber by Doppler and polarization-gradient cooling, and optically pumped to the ground hyper-fine state $|5S_{1/2}, F = 2\rangle$. Then, optical tweezers are produced through Fourier-domain phase modulation by an SLM (the trapping SLM, Meadowlark 512x512). The optical tweezers are frequency-centered at 808 nm and the beam radius is $w_0 = 1$ $\mu$m, reduced by $1/25$ in a two-lens relay system. For defect-free arrangements of atoms [14], the trapping SLM is programmed to rearrange the optical tweezers and the atoms are monitored with an electron-multiplying charge-coupled device (EMCCD) camera which detects the fluorescence of the optical cycling transition (of $\lambda = 780$ nm) to $|5P_{3/2}, F' = 3\rangle$.

For our 3D holographic imaging, an auxiliary apparatus is incorporated in the above cold-atom system. The apparatus consists of an additional two-lens $\times 50$ magnifier (of $f_1 = 4$ mm, NA=0.5 and $f_2 = 200$ mm), another SLM (the imaging SLM, Meadowlark 1920x1152), and a single-lens relay (of $f_3 = 100$ mm) to the EMCCD. The phase-modulated light by the imaging SLM is filtered out with a 780-nm half-wave plate and a polarizer (parallel to the SLM’s slow axis). The imaging SLM is placed on the QIP at $d = 60$ mm apart from the two-lens magnifier’s image plane (IP) and computer-programmed the Fresnel lenslets with Eq. (5). The images on the IP are relayed to the screen, where the EMCCD records the focused atom fluorescence. Resulting images are verified with a tomographic imaging using an electrically tunable lens (ETL) [12].

4. Results and discussions

With the setup described above, we first test the working principle of the 3D holographic imaging. As shown in Fig. 3(a), we locate three atoms, A1-A3, on two different object planes, P1 and P2, separated by about five times the DOF ($z_{DOF} = 3.1$ $\mu$m) so that conventional imaging does not properly image the three atoms all at once. For the 3D holographic imaging, we program a Fresnel lenslet (of focal length $f_F = 150$ mm) only for A3 and no phases for A1 and A2. In addition, for a null test, we program the same Fresnel lenslet in the no-atom region (A0). The phase function $\Phi(X, Y)$ is programmed with Eq. (5), as shown in Fig. 3(b). In this case, the depth of field of the optical system is about five times smaller than the separation, $\Delta z = 16$ $\mu$m, between the image planes; therefore, as observed in Fig. 3(c), A1 and A3 are properly imaged but A2 is not. The peak intensities are plotted in Fig. 3(d) indicating that the holographic image of A3 is over 80% of the A1 image, mostly due to the diffraction efficiency of 84%. In comparison, the intensities of the no-image of A3 and the null test of A0 are less than 12%.

It is noted that there are certain axial regions which do not allow Fresnel-lens programming and that the atoms in the above experiment are chosen in allowed regions. There are two available object regions given by

$$\text{Region 1: } z_{\min} < z < z_{\text{blind}} - z_{\text{DOF}}$$
$$\text{Region 2: } z_{\text{blind}} + z_{\text{DOF}} < z < z_{\max}$$

(6) (7)
Fig. 3. (a) Three atoms (A1, A2, and A3) on two different object planes \((z = 0 \text{ and } z = 5.2 \text{ z}_{\text{DOF}})\). (b) The phase pattern \(\Phi_{\text{SLM}}(X, Y)\) programmed to refocus A3 and a null point source \((A0)\). (c) Resulting images of the 3D holographic imaging. (d) Light intensity profiles of the images, compared with the null image.

where \(z_{\text{min}}\) and \(z_{\text{max}}\) are the upper and lower bounds given by Nyquist theorem. As the phase difference between adjacent SLM pixels cannot exceed \(\pi\), the programmable Fresnel focal length is lower bounded by the Nyquist focal length [28], i.e., \(f_{\text{SLM}}(z) = |d(1 + M^2z/M^2z)|f_{\text{Nyquist}} = \Delta D/\lambda\), where \(D = 2NA|d + z'|/M\) is the diameter of the phase patch (or the QIP beam size) and \(\Delta\) is the pixel size of the SLM. So, the resulting \(z_{\text{min}}\) and \(z_{\text{max}}\) are given by \(z_{\text{min}} = -z_{\text{max}} = d\lambda/2M\Delta NA\). Also, \(z_{\text{blind}} = -d/M^2\) is the blind spot, in which an object is sharply focused on to the QIP. In this case, the phase patch size is given too small to program a Fresnel lens. As the axial width of the focal volume is the Abbe DOF, the blind region is given by \(z_{\text{blind}} - z_{\text{DOF}} < z < z_{\text{blind}} + z_{\text{DOF}}\). In our experimental setup of \(NA = 0.5\), \(\Delta = 9.2 \mu m\), \(d = 60 \text{ mm}\), \(M = 50\), and \(\lambda = 780\) nm, the available axial regions are given by \(-100 \mu m < z < 27 \mu m\) and \(-21 \mu m < z < 100 \mu m\).

Now we image atoms on a curved surface using the 3D holographic imaging method. Nine atoms are arranged on a hyperbolic paraboloid defined by \(z/z_0 = 1 + (x/x_0)^2 - (y/y_0)^2\) with \(x_0 = 1.1 \times 10^{-9} \mu m\), \(y_0 = 7.7 \times 10^{-10} \mu m\), and \(z_0 = 8.0 \mu m\). As in Fig. 4(a), we use five different axial planes of respective axial positions \(z = (-46, 0, 8, 16, 32) \mu m\), where the first plane belongs to Region 1 and the rest in Region 2. The CGH of Fresnel lenslets for the atoms on the \(z \neq 0\) planes is programmed with Eq. (5) and is shown in Fig. 4(b). Note that the phase and intensity centers, given in Eqs. (3) and (4), do not coincide as their axial positions differ. The resulting images, without and with the CGH, are shown in Figs. 4(c) and 4(d), respectively. While the former exhibits only the two atoms on the \(z = 0\) plane, the latter shows all atoms distinctively. In Fig. 4(e), the distribution of the peak intensities \((I/I_0)\) vs the widths \((w/w_0)\) of the unshaped images (blue) and the 3D holographic images (red), respectively from Fig. 4(c) and 4(d), where \(I_0\) and \(w_0\) are \(z = 0\)-plane values. The statistics shows that the 3D holographic imaging improves the intensities from \((I/I_0) = 0.27 \pm 0.43 \text{ to } 1.10 \pm 0.34 (410\% \text{ improvement})\) and the beam widths from \((w/w_0) = 3.64 \pm 2.10 \text{ to } 1.27 \pm 0.34 (290\% \text{ improvement})\).

The 3D holographic imaging can not only axially but also laterally relocate images. We use axially aligned atoms, as in Fig. 5(a), and use the 3D holographic imaging method to separate their otherwise overlapping images. We trap three atoms respectively at \(z = -a, 0, a\) with \(a = 13 \text{ z}_{\text{DOF}} = 40 \mu m\) in such a way that atom A1 is located in Region 1 of Eq. (6) and atoms A2 and A3 in Region 2. First, the CGH, \(\Phi_{\text{SLM}}^a(X, Y)\), is programmed with Eq. (1) for axial shifts only, which is shown in Fig. 5(b): two Fresnel lenslets for A1 (green) and A3 (blue) are programmed, along with the null phase for A3 (yellow), in such a way that A2 and A3 lenslets
Fig. 4. (a) Nine atoms are placed on the surface of a hyperbolic paraboloid (a saddle-shape), on five different axial layers, respectively, at \(z/\text{DOF} = -15.3, 0.0, 2.6, 5.3, \text{and} 10.2\). (b) Conventional images of the atoms without the Fresnel lenslet programming. (c) The CGH \(\Phi_{\text{SLM}}(X, Y)\) of Fresnel lenslets for the seven atoms on the \(z \neq 0\) planes. (d) The resulting 3D holographic image. (e) The peak intensities and widths of conventional (blue) and 3D holographic (red) images (normalized with the \(z = 0\) plane values).

are superposed while A1 is sectioned. Note that the Fresnel lensets (circled intensity functions) in Fig. 5(b) are not concentric \((Y_1^C \neq Y_2^C \neq Y_3^C)\) as \(y_i \neq 0\) \((y_0 = 880 \, \mu m)\), while the phase functions are concentric as the atoms are axially aligned \((x_1 = x_2 = x_3 = 0 \text{ and } y_1 = y_2 = y_3 = y_0)\). As expected the resulting images, shown in Fig. 5(c), overlap with each other at the QIP image center \((X, Y) = (0, 0)\). Now in order to separate the overlapping images, we use additional linear-phase functions, i.e.,

\[
\Phi_{\text{SLM}}^\text{a} (X, Y) = \Phi_{\text{SLM}}^\text{a} (X, Y) + k_{Li} Y. \tag{8}
\]

As an example, the phase and intensity centers of the QIP beams can be matched as in Fig. 5(d) with \(k_{Li} = 9kM^2w_0/a = 6.4 \times 10^4 \, m^{-1}\) so that the separation of the final images is about nine times the spot size of the final images \((M^2w_0 = 50 \, \mu m)\). The resulting images are well separated as shown in Fig. 5(e) with 100\%, 46\%, and 85\% peak intensities compared to non-overlapping ones, respectively.

We now discuss the maximal volume and the maximal atom number allowed for the 3D imaging scheme. First, the max volume \(V_{\text{max}} = L_x L_y L_z\) can be estimated using ABCD matrix calculation, where the lateral extents \(L_x\) and \(L_y\) are given by

\[
L_{x,y} = \frac{L_{x,y}^{\text{SLM}} f_2 + Dd/L_{x,y}^{\text{SLM}}}{f_2 + d/M} \tag{9}
\]

and the axial extent \(L_z = 2z_{\text{max}} - 2z_{\text{DOF}}\) is the sum of two regions defined in Eqs. (6) and (7). In the current setup, \(L_{x,y}^{\text{SLM}} = 17.6 \, \text{mm}\) and \(L_{x,y}^{\text{SLM}} = 10.7 \, \text{mm}\), so we get \(V_{\text{max}} = 326 \times 189 \times 194 \, \mu m^3\).

Second, the max number \(N_{\text{max}}\) of point sources allowed for the 3D holographic imaging is strongly dependent on their distribution nature. When we use, as the criteria of successful imaging, the peak intensity condition, \(I > 0.6I_0\), where \(I\) is the 3D holographic imaging intensity and \(I_0\) is the conventional imaging intensity at the \(z = 0\) plane, we get \(N_{\text{max}} > 200\), e.g., in an
AB-stacked $10 \times 10 \times 2$ square array with a lattice constant of $a = 40 \ \mu m$. As for a random distribution of atoms, our Monte Carlo simulation estimates that about 65 (84) atoms can be successfully imaged out of 100 (200) atoms randomly sampled from $V_{max}$. These numbers of $N_{max}$ can be greatly increased at the price of single-shot imaging, for example, by using ETL [12]. In addition, ETL shall be in particular useful to remove the blind zone defined in Eqs. (6) and (7). Hardware improvements can be considered to increase $N_{max}$: as $V_{max} \approx L_{SLM} / M \Delta$, three times larger $L_{SLM}$ and two times smaller $\Delta$ could achieve $N = 10^3$ on the scale of next-generation quantum computers [10].

Fig. 5. (a) Axially aligned three atoms (of respective positions $z = -a, 0, \text{and } a$ with $a = 13 \ \text{z}_{DOF}$). (b) The CGH $\Phi_{SLM}^a(X, Y)$ for axial shifts only, in which green, yellow, and blue circles are for A1, A2, and A3, respectively. (c) The resulting image with $\Phi_{SLM}^a$. (d) The CGH $\Phi_{SLM}^{a, l}$ for both axial and lateral rearrangements. (e) The resulting image of the 3D holographic imaging, in which the upper-left spot is the $0^{th}$ order diffraction of the trapping SLM.

5. Conclusions

In summary, we have demonstrated 3D holographic imaging for volumetric fluorescence detection. The wave-front of 3D point sources is programmed with local-conformal mapping to achieve simultaneous and time-efficient planar imaging. For that, Fresnel lenslets are programmed with an SLM to render 3D holographic imaging of an atom array all at once. It is estimated that over $N_{max} = 200$ atoms in a volume of $V_{max} = 1.2 \times 10^7 \ \mu m^3$ can be simultaneously imaged with our method. With currently available fabrication technologies [29], the possible number of imaging points could be scaled to $N = 10^3$ [10]. It is hoped that the method shall be useful for non-sequential real-time measurements of 3D point sources in applications of quantum correlation measurements [30] or in situ tracking of dynamic particles [31,32].
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