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초 록

이논문에서우리는테라헤르츠시분해분광을활용한광물의광학계수와파장이하금속슬릿속에속박된

물질의 편광 의존성에 관한 연구를 다루었다. 우리는 측정된 실험결과로부터 백운석이 테라헤르츠 광학

렌즈로써 사용될 수 있다는 것을 알 수 있었다. 또한, 세라피나이트 보석 광물이 0.96 테라헤르츠에서 격자

진동 상태를 가지고 있으며, 이 상태는 Kurosawa 공식으로 분석되었다. 또한, 슬릿 내부에 있는 젖산에서의

흡수가 사라지는 것을 실험적으로 관측함으로써 베테 회절 이론에 의해 예상된 특이한 현상을 확인할 수

있었다.

핵 심 낱 말 테라헤르츠 시분해 분광, 세라피나이트, 격자 진동, 베테 회절 이론, 테라헤르츠 백운석 렌즈

Abstract

Terahertz time-domain spectroscopy was used to probe the optical constants of natural mineral com-

pounds and the polarization dependence of material confined in a sub-wavelength metal slit. The ex-

perimental results show that dolomite is a promising candidate as THz optical element material and

seraphinite exhibits lattice vibrations at 0.96 THz whose mode is analyzed by the Kurosawa formula.

The abnormal behavior predicted by Bethe’s diffraction theory is also experimentally observed from the

vanishing in absorption from α-lactose in the slit.

Keywords Terahertz time-domain spectroscopy (THz-TDS), seraphinite, lattice vibrations, Bethe

diffraction theory, THz dolomite lens
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Chapter 1. Introduction

Terahertz frequency waves refer to electromagnetic waves in the far-infrared (IR) frequency region

ranging from 0.1 THz (0.33 cm−1) to 10 THz (330 cm−1) between microwave and far-infrared elec-

tromagnetic waves [1–4]. In the far-infrared frequency range, many physical phenomena occur due to

material excitations resulting from magnons, plasmons, and phonons which are interesting topics in con-

densed matter physics [2–4]. Researchers studying in the field of atomic and molecular physics were

anticipating to investigate the molecular rotation, vibration, and other modes in the same frequency

range [2–4]. A half-century ago, it was recognized in the field of spectroscopy that probing the spectral

features of material in the far-infrared frequency below 3 THz (100 cm−1) was a challenging task due to

the lack of coherent THz sources and techniques for measuring them [4,5]. Blackbody radiation from an

incandescent light bulb was a commonly used light source to obtain low frequency waves although the

light intensity was weak [4, 5]. Detectors such as the bolometer or the pyroelectric detector had poor

signal-to-noise ratios in the aforementioned frequency range so that researchers had to develop brighter

far-IR sources and detectors with high sensitivity [4].

Thanks to the nonlinear optics, the wave mixing by the difference frequency generation (DFG)

method was considered as a way to induce new frequencies covering the far-IR frequency range [1–7].

Advanced laser systems made it possible to generate and measure the coherent THz radiation [4]. The

DFG process for short pulses is their optical rectification in which a pico-second (ps) rectified field with

a shape of a single-cycle pulse can be generated by a femto-second (fs) Ti:sapphire mode-lock pulsed

laser [1–4]. The THz waves can also be generated through the time-varying transient photocurrents

excited by fs optical pulses in a photoconductive antenna [1–4]. The temporal shapes of the THz

waves can be directly measured by a co-propagating optical pulse acting as an optical gate, where

the linear electro-optic effect otherwise referred to as the inverse of optical rectification is used [1–4].

THz time-domain spectroscopy (THz-TDS) represents an integrated spectroscopic system comprised of

experimental components related to the generation and detection of THz waves. The generation and

detection of THz waves and THz-TDS are described in Chaper 2 in detail.

Direct field measurement carried out by electro-optic sampling allows us to simultaneously obtain

the phase information as well as the amplitude of the transmitted or reflected waves from a sample

without resorting to the Kramers-Kronig relationship [1, 2]. Spectral information on the measured THz

waveforms is simply computed by applying Fourier transformation to the time-domain THz waveforms

with and without the sample. The index of refraction and the extinction coefficient are obtained by

comparing the spectral transmission and the theoretical transfer function. If the measured time-window

is sufficiently longer than the duration of the main THz waveform, several echo signals appear in the

time-domain data caused by the multiple internal reflections described by the Fabry-Pérot effect. Thus,

the numerical method to extract the material parameter given by the complex refractive index (ñ) should

be considered for use. In Chapter 3, the material parameter extractions for an optically thick sample as

well as two identical samples were explained. The dynamic range in THz-TDS was also discussed. All

the extractions are described only in the context of the transmission-type spectroscopy.

Chapter 4 describes the spectroscopic results of materials in the THz frequency range from 0.1 THz

to 2 THz. As mentioned above, THz-TDS played an important role in investigating new properties

and phenomena of materials in the THz frequency range. In our lab, we found out that natural stones
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are transparent in the measured frequency range, where dolomite stone in particular had a uniform

refractive index of 2.7 and a slightly low absorption in the measured frequency range. The feasibility

of a THz lens fabricated with dolomite was also demonstrated by beam profile measurement which

showed good agreement with the Fraunhofer diffraction theory. Similarly, we found for the first time

that seraphinite gemstone with a monoclinic crystal system had terahertz frequency lattice vibrations

at 0.96 THz. This was proven by the phonon-polariton dispersion relation showing excellent agreement

with theoretical expectations based on Kurosawa formula with damping terms. It is worth to note that

the high quality factor of this mode is comparable to the well-known absorption mode at 0.53 THz

in a α-lactose monohydrate. Furthermore, we demonstrated that isotropic and anisotropic behaviors in

seraphinite can be described by linear and high-order polarization terms. We hope that THz spectroscopy

may become useful for the identification and characterization of various natural stones such as gemstones.

Chapter 5 describes the polarization dependence of material confined in a sub-wavelength metal slit

in which the experiments were conducted by THz-TDS. The diffracted field through a slit can be explained

by Kirchhoff’s diffraction theory provided that the slit width is large compared to the wavelength of the

incident field. Although Kirchhoff’s theory fails in the sub-wavelength region, where the slit width is

sufficiently small compared to the wavelength, we may induce from the waveguide theory that the electric

field perpendicular to the slit direction can propagate through the slit due to the low cutoff frequency.

Whereas the electric field parallel to the slit direction, however, is difficult to propagate owing to the same

analogy. Compared to the electric field, the magnetic field perpendicular or parallel to the slit direction

is always considered as constant over the slit. This is because the boundary conditions obtained by

Bethe’s first-order approximation are not influenced by the shape and size of the aperture. Thus, only

the E field inside the slit exhibits a strong polarization dependence. Using α-lactose monohydrate having

a strong absorption line at 0.53 THz, we investigated the temporal and spectral amplitude changes of

transmitted THz waves within a slit with respect to the slit width. Experimental result revealed that the

spectral response of the material was strongly coupled with the polarization state of the THz wave and

that the material did not interact with the THz wave in the limit of an extreme sub-wavelength-sized

slit.

The conclusions made throughout this dissertation will be summarized in Chapter 6.
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Chapter 2. Experimental methods

2.1 Terahertz Time Domain Spectroscopy (THz-TDS)
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Figure 2.1: THz waves are phase measurable ultra-broadband light with frequency range from 0.1 to
10 THz.

Terahertz (THz) waves, also called as THz field, T-rays, THz radiation or submillimeter radiation,

are a kind of electromagnetic waves with frequencies ranging from 0.1 THz to 10 THz (or sometimes

100 THz), which lie between microwave and far infrared rays (FIR) as shown in Fig. 2.1. Physical

parameters corresponding to 1 THz have a relation given by

1 THz⇔ 300 µm⇔ 33 cm−1 ⇔ 4.1 meV, (2.1)

which is explained in section A.1. Typical physical units in the THz range are summarized in Table 2.1.

Terahertz time domain spectroscopy (THz-TDS) is a spectroscopic method widely used in a variety

of sciencific and industrial fields due to its specific properties. A conventional THz-TDS in a transmission

configuration is shown in Fig. 2.2. To understand the mechanism of THz-TDS, one needs to know about

the femtosecond (fs) pulsed laser, methods on THz generation and detection methods for the generated

THz wave. Each topic is further discussed in chapter 2.

Although many scientists have been conducting research on THz sources, there does not exist a THz

source with a high signal to noise ratio (SNR) that can scan the entire frequency range from 0.1 THz

to 10 THz (or 100 THz). There are, however, alternatives that can overcome this situation. One may

use a laser or an accelerator to generate THz waves. An accelerator, which is comprised of a variety of

components, consists of two primary components: a linear accelerator system and an undulator system.

Frequency Wavelength Wavenumber Energy
(THz) (µm) (cm−1) (meV)

0.1 3000
0.5 600
1.0 300 33 4.1
2.0 150

Table 2.1: Typical physical units in the THz range
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A free electron laser (FEL) is generally known as the unit of a linear accelerator and undulator. THz

waves are generated from the linear accelerator system by coherent transition radiation (CTR) [8, 9].

Other THz generation techniques using the accelerator are not treated here. If we does not use an

accelerator, then there is no alternative but to use a laser system.

There are several methods to generate THz waves using a table-top laser system. A femtosecond (fs)

Ti:Sapphire pulsed laser with a repetition rate of 80 MHz or an amplifier system with a repetition rate

of 1 kHz or 10 Hz is generally employed to generate THz waves in ambient free space. The THz waves

are generated through the optical excitation process induced by ultrashort fs lasers [10], which is easily

described with the wave equation [7] as

[
52 −ε

(1)(ω)

c2
∂2

∂t2

]
ẼTHz(z, t) =

1

c2
∂2

∂t2
P̃NL(z, t), (2.2)

where the nonlinear polarization (density) term P̃NL acts as a source of THz waves and ε(1) is the

relative dielectric constant. Nonlinear polarization arises from the optical excitation process (sources

of THz waves are produced) which occur in the following cases. First, a semiconductor is illuminated

by ultrashort pulses, where free carriers are generated. Second, ultrashort pulses either pass through a

Time delay

ITO

ZnTe

Quarter-wave
plate

Polarizer

Wollaston prism

Parabolic
mirror

Photoconductive
antenna

Figure 2.2: A schematic diagram of a conventional THz-TDS system. PCA : Photoconductive antenna,
WP : Wollaston prism, QWP : quarter-wave plate.
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nonlinear medium or focus onto a nonlinear medium. Third, ultrashort pulses are focused in ambient

air or in another gaseous condition. To generate THz waves, each aforementioned case is experimentally

implemented using the photoconductive antenna (PCA), by optical rectification in nonlinear medium,

and optical-ionized plasma, rexpectively (Fig. 2.3). Each generation method is detailed in section 2.3.

How could the generated THz waves be measured? Although there are a few THz detectors such

as the bolometer, the pyroelectric detector or the Golaycell, these are all incoherent detectors. Electro-

optic (EO) sampling or detection is widely used to measure THz waves by many research groups. The

most powerful advantage of EO detection is directly measuring the THz electric field itself. It is to

note that there is no further way to measure the phase of the THz waves during measurement. By

using EO detection, the THz electric waveform itself can be obtained. Thus, the EO detection method

is a coherent detection method in which the amplitude and phase information of THz waves can be

obtained simulateneously [10]. For this reason, the waveform measurement in terahertz time domain

spectroscopy (THz-TDS) allows one to obtain not only the spectral amplitude but also the spectral

phase information by simply applying the Fourier transformation to the time domain signal without

resorting to the Kramers-Kronig relationship. EO detection is well described in section 2.5.

Figure 2.4 shows a typical THz signal in the time domain, spectral amplitude and phase in frequency

domain after applying the Fourier transformation to the time domain data. We find that the measured

THz waveform has only a few cycles of oscillations and consequently has a broadband spectrum. The

THz generation mechanism is explained in section 2.3.
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2.2 Advantage of THz-TDS

Terahertz time domain spectroscopy (THz TDS) has many advantages. Above all, THz TDS allows

one to obtain not only the spectral amplitude but also the spectral phase information by simply applying

the Fourier transformation to the time domain signal. It is difficult to directly obtain the optical con-

stants (refractive index, absorption coefficient) of a sample as a function of frequency using conventional

interferometers such as the Michelson interferometer or Fourier transform infrared spectroscopy (FT-IR).

Since phase information as a function of frequency vanishes when there is no sample in the optical path

of the aforementioned interferometers, phase information of the reference beam cannot be obtained. The

Wiener–Khinchin theorem explains why the phase information cannot be obtained using conventional

interferometer techniques [11].

The Wiener–Khinchin theorem can be derived by the autocorrelation between two electric waves

denoted by Ẽ(t) and Ẽ(t + τ), where τ represents the time-delay between the two waves. The inten-

sity (irradiance) can be obtained from the superposition of the two waves given by

I =

∫
dt
∣∣∣Ẽ(t) + Ẽ(t+ τ)

∣∣∣2. (2.3)

Provided the interference term a(τ) of the two electric waves is expressed as

a(τ) =

∫
dt Ẽ∗(t) · Ẽ(t+ τ), (2.4)

the intensity becomes1

I =

∫
dt

[
|Ẽ(t)|2 + |Ẽ(t+ τ)|2

]
+ 2 <

{
a(τ)

}
. (2.5)

Therefore the intensity is proportional to the last term of a(τ). The Fourier transformation is defined

as [7, 12]

Ẽ(t) =
1

2π

∫ ∞
−∞

dω F̃ (ω) e−iωt ≡ F [F̃ (ω)], F̃ (ω) =

∫ ∞
−∞

dt Ẽ(t) eiωt ≡ F−1[Ẽ(t)]. (2.6)

By a change of variable, the second term Ẽ(t+ τ) in Eq. (2.4) can be expressed as follows

Ẽ(t+ τ) =
1

2π

∫
dω F̃ (ω) e−iω(t+τ)

=
1

2π

∫
dω
[
F̃ (ω) e−iωτ

]
e−iωt = F

[
F̃ (ω) e−iωτ

]
.

(2.7)

1The two electric waves can be represented in terms of real and imaginary part as follows

Ẽi = Ei e
−iφi for i ∈ {1, 2}.

Then the intensity becomes

|Ẽ1 + Ẽ2|2 =
(
Ẽ1 + Ẽ2

)∗
·
(
Ẽ1 + Ẽ2

)
= |Ẽ1|2 + |Ẽ2|2 + 2 <

(
Ẽ∗1 · Ẽ2

)
,

where
<
(
Ẽ∗1 · Ẽ2

)
= E1 E2 cos(φ1 − φ2) = <

(
Ẽ∗2 · Ẽ1

)
.
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From this equation, we obtain

F−1
[
Ẽ(t+ τ)

]
=

∫
dt Ẽ(t+ τ) eiωt = F̃ (ω) e−iωτ . (2.8)

Therefore, the two terms of electric waves terms in Eq. (2.4) can be written as the Fourier component

in the form

a(τ) =

∫
dt Ẽ∗(t) · Ẽ(t+ τ) =

∫
dt

[
1

2π

∫
dω F̃ (ω) e−iωt

]∗
· Ẽ(t+ τ)

=
1

2π

∫
dω F̃ ∗(ω) ·

[∫
dt Ẽ(t+ τ) eiωt︸ ︷︷ ︸
F̃ (ω) e−iωτ

]
=

1

2π

∫
dω |F̃ (ω)|2 e−iωτ = F

[
|F̃ (ω)|2

]
.

(2.9)

Applying the Fourier transform to both sides of Eq. (2.9), we obtain the Wiener-Khinchin theorem given

by

F−1
[
a(τ)

]
=
∣∣∣F̃ (ω)

∣∣∣2. (2.10)

From this result, we find that the phase term in autocorrelation measured by conventional interferometer

techniques such as FT-IR or Michelson interferometer vanishes when the Fourier transform is applied in

the time-domain (or spectral-domain). THz-TDS is thus a powerful spectroscopic technique since it has

the power to obtain the phase information either with and without a sample.

2.3 THz generation using the Photoconductive antenna

A photoconductive antenna (PCA) is an electrical switch that increases the electrical conductivity

of a semiconductor by illuminated photons on the semiconductor with high enough energy exciting the

electrons in the valence band of the semiconductor [2]. A fs Ti:Sapphire pulsed laser with a sufficiently

high enough energy to excite electrons in the valence band of the semiconductor is generally used to

yield photons. When the electrons in the valence band are excited to the conduction band by the pulsed

Pump beam

PCA

THz waves

(b)(a)

 beaeaeaeaeaeammmm

Figure 2.5: (a) The radiation power as a function of the solid angle for the velocity term β � 1 and
β → 1. (b) THz waves emitted from accelerated free carriers induced from PCA are radiated in the
forward or backward direction of the PCA since the velocity of the accelerated free carriers is much
smaller than the speed of light c, which is the same when β � 1.
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beam, free carriers are produced in the conduction band.2 The free carriers are then accelerated if a bias

electric field is applied to the semiconductor. In our experiment setup, a bias electric field is generated

by a step function signal using a 65 kHz function generator with a dc voltages of 30 V (TOELLNER

TOE 7704). The two generation processes of the THz waves are described below.

2.3.1 Radiation by an accelerated electric point charge

An accelerated electron, which can be described as a moving electric point charge, generates radiation

field into space [13,14]. An accelerated electric point charge can be expressed using the Liénard-Wiechert

potential. The radiated electric field from the accelerated particle using the Liénard-Wiechert potential

is given by [13,14]

ETHz(x, t) =
e

4πε0c

[
n̂×

{
(n̂− β)× β̇

}
(1− n̂ · β)3R

]
ret

, (2.11)

where e is the charge of an electron, c is the speed of light, R(t′) is the distance from the source point

x′ to the field point x at a retarded time t′ as R(t′) = |x − x′|, and the retarded time is defined by

t′ = t−R/c. β and n̂ are defined by

β =
1

c

d

dt′
x′(t′), n̂ =

R

R
. (2.12)

The non-relativistic approximation has to be considered if β is much less than 1 (β � 1). Eq. (2.11) in

the non-relativistic case is modified as [13,14]

ETHz(x, t) =
e

4πε0c

[
n̂×

{
n̂× β̇

}
R

]
ret

, (2.13)

Equation 2.13 is valid if β is much less than 1 (β � 1), which means that the velocity term β of the

particle is much smaller than the speed of light c. In this nonrelativistic situation described in Fig. 2.5–

(a), in the case of β � 1, there is no radiation in the forward or backward directions and the radiation

has maximum power in the direction perpendicular to the propagation direction of the particle.

To understand the generation processes of THz waves produced from PCA, we start from Eq. (2.13)

that can be slightly modified to

ETHz(x, t) =
e

4πε0c

[
n̂×

{
n̂× β̇

}
R

]
ret

=
1

4πε0c2

[
n̂

R
×
{
n̂× d2

dt′2

(
e x′

)}]
ret

=
µ0

4π

n̂

R
×

(
n̂× d2p

dt′2

)
ret

,

(2.14)

where p is a dipole moment that has the same meaning of the polarization density [13]. From Eq. (2.14),

we find that the polarization induced from a dipole moment can be a source of THz waves, which shows

the same result induced from the wave equation Eq. (2.2). The continuity equation is given by [2, 12]

∇′ · J(x′, t′) +
∂

∂t′
ρ(x′, t′) = 0, (2.15)

2A frequency of 1 THz is corresponding to a wavelength of 300 µm. Similarly, we find that a wavelength of 800 nm is
corresponding to 375 THz. We thus find from an equation of E = ~ω (E means energy) that the photon energy at 800 nm
is 1.53 eV, which is larger than the bandgap of GaAs (1.42 eV). Note that GaAs is the typical composition of the PCA.
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where ρ and J represent the charge carrier density and the photocurrent density, respectively. By

integration by parts, the time derivative in Eq. (2.14) can be expressed as3

dp

dt′
=

d

dt′

∫
d3x′ x′ ρ(x′, t′) =

∫
d3x′ x′ ∂ρ(x′, t′)

∂t′

= −
∫
d3x′ x′ (∇′ · J(x′, t′)

)
=

∫
d3x′ J(x′, t′),

(2.18)

where the Leibniz rule is used. Provided IPC is the photocurrent, Eq. (2.14) becomes

ETHz(x, t) =
µ0

4π

n̂

R
×

(
n̂× d

dt′

∫
d3x′ J(x′, t′)

)
ret

=
µ0

4π

n̂

R
×

(
n̂× d

dt′
IPC(t′)

)
ret

∝ d

dt
IPC(t),

(2.19)

where d/dt′ = d/dt and t′ = t−R/c. This is described in section A.68 in detail.

The emitted THz waves are therefore proportional to the time derivative of the photocurrent. If we

let p (IPC) be parallel to the polar axis of θ̂, then the radiated electric field will be in the direction of

θ since n̂ is the radial unit vector r̂ itself. This is also described in more detail in section C. Note that

the polarization of THz waves generated from PCA is dependent on the direction of the bias electric

field (Fig. 2.5(b)) [2].

The photo-induced current I(t) is expressed in terms of the optical pulse and the impulse current

response given by

IPC(t) =

∫
dt′Iopt(t− t′) en(t′)v(t′), (2.20)

where Iopt is the optical pulse with a Gaussian shape and e is the electron charge. n and v are the carrier

density and the velocity difference between electron and hole, respectively [2, 15]. Figure 2.6 shows the

calculated photocurrent I(t) and the derivative of the current of the generated THz waves from the PCA.

Due to the generation mechanism, the THz waves exhibit a sub-cycle pulsed shape.

2.3.2 Radiation induced by the nonlinear polarization

The nonlinear wave equation in Eq. (2.2) shows that the electric field can be generated by the

nonlinear source term PNL. Before the polarization terms are divided into the linear and nonlinear

terms, the wave equation for the field E in free space with a given charge ρ and current density J can

3By integration by parts, the integral of the photocurrent J in the one dimension with respect to the given 1 D range
can be computed given by∫

V
dx J(x)

[
d

dx
x

]
=���

��[
J(x) x

]
V
−
∫

V
dx x

[
dJ(x)

dx

]
= −

∫
V
dx x

[
dJ(x)

dx

]
, (2.16)

where the first term should be canceled out due to the physical reality. With the same analogy, the photocurrent J in
3 dimensions can be written by∫

V
d3x J(x) =

∫
V
d3x J(x)

[
∇ · x

]
= −

∫
V
d3x x [∇ · J(x)] . (2.17)
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be expressed as [12]4

∇2E − 1

c2
∂2

∂t2
E(x, t) = − 1

ε0

[
−∇ρ(x, t)− 1

c2
∂

∂t
J(x, t)

]
. (2.22)

Analogous to Eqs. (A.52) and (A.62), the retarded solution for the field can be obtained as [12]

E(x, t) = − 1

4πε0

∫
d3x′

1

R

[
−∇′ρ(x′, t′)− 1

c2
∂

∂t′
J(x′, t′)

]
ret

, (2.23)

where R = |R| = |x− x′| and the retarded time is denoted by t′ = t−R/c. For the electrically neutral

media such as a semiconductor [1], ρ is zero. Thus, the field becomes

E(x, t) =
1

4πε0c2

∫
d3x′

1

R

[
∂

∂t′
J(x′, t′)

]
ret

. (2.24)

Note that we are interested only in the far-field solution of the radiated THz field. By Eqs.(A.68) and

(A.82), the retarded field solution in the far-field is expressed (in analogy to Eq. (A.83)) as

E(x, t) =
µ0

4π

1

r

∂

∂t

∫
d3x′ J

(
x′, t′ = t− R

c

)
, (2.25)

where r = |x| and 1/(ε0c
2) = µ0.

−0.2 0 0.2 0.4 0.6 0.8 1
Time [ps]

[A
rb

. u
ni

t]

 

 
fs laser pulse
Photo−induced current, I(t)
THz, E(t)

Pump beam

PCA

THz waves

Figure 2.6: Calculated photocurrent (gray line) in the PCA and the electric field amplitude of the THz
radiation (blue line) as a function of time. The red line indicates a temporal shape of the laser pulses.
All the lines were normalized for the sake of clarity [2].

4See Jackson [12] p. 246. This equation can be obtained by

−∇ [Eq. (6.15)]−
∂

∂t
[Eq. (6.16)] (2.21)

with −∂A/∂t = E +∇Φ. Eq. (6.15) and Eq. (6.16) are in Jackson [12].
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(a)

(b)

(c)

Figure 2.7: (a) The installed PCA. The generated THz waves from the PCA are vertically polarized. (b)
Photo of an enlarged PCA. (c) The antenna structure of the PCA (BATOP optoelectronics).

In a similar fashion to Eq. (A.85), the radiated electric field in the far-field can be consequently

obtained in the form [1,15]

ETHz(x, t) ∝ ∂

∂t
J(t), (2.26)

where the medium is assumed to be spatially homogeneous.5 The current density J is induced by the

produced carriers excited by the optical pulsed beam, or

J = ẑ J = ẑ en(t)v(t), (2.27)

where ẑ is the direction of the current density, n is the carrier density, v is the average velocity of the

carrier and e is the charge of a proton. From Eqs. (2.26) and (2.27), the radiated THz electric field

becomes [1, 2, 15]

ETHz(t) ∝ ∂

∂t
J(t) = ev

∂n

∂t
+ en

∂v

∂t
. (2.28)

The carrier density n and the carrier velocity v can be expressed as rate equations in the forms [1,2,15]

dn

dt
= − n

τc
+G(t), (2.29)

dv

dt
= − v

τs
+

e

m
E, (2.30)

where τc is the carrier trapping time, τs is the momentum relaxation time and m is the effective of the

carriers. The generation rate G of the carrier by the optical beam can be written as

G(t) = n0 exp

[
− t

2

σ2

]
, (2.31)

where n0 represents the initial carrier density [15].

Since the carrier trapping time between electrons and holes is much shorter than their recombination

time, the carrier lifetime is determined by the carrier trapping time τc. Thus, the carrier lifetime is

considered to be τc [15]. According to the state of the arts of the semiconductor technology, the carrier

trapping time τc can be reduced to the sub-picosecond range resulted from a high concentration of

5See the description above Eq. (A.85).
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defects. By the Newton’s second law6, the differential equation in Eq. (2.30) can be expressed as7

v(t) = µeE

[
1− exp

(
− t

τs

)]
, (2.42)

where the electron mobility µe is denoted as µe ≡ eτs/m. The momentum relaxation time τs is a char-

acteristic parameter obtained from the electron mobility µe, which is about 30 fs for a low-temperature-

grown GaAs (LT-GaAs) [2, 15].

The theoretical analysis shows that THz radiation from carrier density change is more dominant than

THz radiation from carrier acceleration [15]. This can be understood by comparing the time parameters

τc and τs. Since sub-femtosecond τs is sufficiently enough compared to sub-picosecond τc, the current

density induced by change in carrier density change dn/dt becomes more prominent than the change in

current density induced by the carrier acceleration dv/dt.

Figure 2.7 shows a PCA (iPCAp-21-05-1000-800-h) from BATOP optoelectronics installed in a THz-

TDS setup. Although THz waves from a PCA are radiated in the forward or backward directions as in

Fig. 2.5(b), only the forward THz waves can be detected since they are needed for the electro-optic (EO)

sampling part to measure the THz waves.

6See D. J. Griffiths, Introduction to electrodynamics 2nd edition, p. 361.
7Let’s solve a differential equation in Eq. (2.30) given by

dv

dt
+ γv = v̇ + γv = A, (2.32)

where γ = 1/τs and A = eE/m. With the substitution d/dt→ D, a complementary solution for Eq. (2.32)

(D + γ) v(t) = 0, (2.33)

which implies that
v(t) = c1e

−γt, (2.34)

where c1 is an arbitrary constant. Since there is a constant factor A in right-hand side in Eq. (2.32), the particular solution
vp for Eq. (2.32) can be expressed as

vp = c2, (2.35)

which follows that
γ vp=c2
1 v̇p(t)=0

Lvp(t)=γc2.
(2.36)

It is noted that γc2 in Eq. (5.164) have to be consistent with A in Eq. (2.32). Then vp is represented in the form

vp(t) = c2 =
A

γ
. (2.37)

Therefore we obtain the general solution v(t) for Eq. (2.32) of the form

v(t) = c1e
−γt +

A

γ
. (2.38)

Because of the reality of the physical fields, there has to be an boundary condition as follows:

v(t = 0) = c1 +
A

γ
= 0, (2.39)

which follows that
c1 = −A/γ. (2.40)

As a result, we obtain the general solution v(t) given by

v(t) =
A

γ

[
1− e−γt

]
. (2.41)
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2.4 Other THz generation methods

2.4.1 Optical Rectification

The THz field can be generated using several different methods. Optical rectification is a commonly

used method to generate the THz field which is shown in Fig. 2.8. Optical rectification is based on the

second order nonlinear effect of nonlinear medium such as ZnTe and can be described by the Maxwell

equations [7, 16] in Eq. (2.2), where ~PNL is a source of the THz waves reduced from the nonlinear

polarization of the medium given by

PNL
i (Ω) =

∫ ∞
−∞

∑
j,k

χ
(2)
ijk(Ω;ωopt,−ωopt + Ω)Ej(ωopt)E

∗
k(ωopt − Ω)dwopt

=

∫ ∞
−∞

∑
j,k

χ
(2)
ijk(Ω;−ωopt,Ω + ωopt)E

∗
j (ωopt)Ek(Ω + ωopt)dwopt,

(2.43)

where Ω and ωopt represent THz frequency and optical frequency, respectively. This equation shows

that the nonlinear response of the medium acts as a source term [7, 16]. For example, when the laser

propagates through a ZnTe crystal, wave mixing between the two frequencies w1 and w2 occurs [17], or

P (2) ∝ χ(2)E1E2 = χ(2)E
2
0

2

[
cos(w1 − w2)t︸ ︷︷ ︸

Optical rectification term

+ cos(w1 + w2)t
]
, (2.44)

where

E1 = E0 cos(w1t), E2 = E0 cos(w2t). (2.45)

This electric field is generally called the “Terahertz field (THz)” since this field consists of THz frequency

components when we use a pulsed laser whose centeral wavelength is λ and the full width at half

maximum (FWHM) of ∆λ (i.e. ∆ω). The rectified term in Eq. (2.44) can thus be made. The THz field

generated via optical rectification is further described in detailed in section A.6.1 in detail.

THz �eld

pulse laser

Figure 2.8: A simple physical picture of difference-frequency generation [7]

13



The interaction length expressed as the coherence length [2] between the pump pulse and generated

THz waves has to be carefully considered due to efficient power and the spectrum of the generated THz

waves. When we measure the THz waves by electro-optic detection using ZnTe, the thickness of ZnTe

for probing THz waves plays an important role since the detectable frequency range is also determined

by the coherence length of the used ZnTe. By considering the coherence length of ZnTe for a given

THz frequency and optical frequency, the phase matching condition for the optical rectification process

is given by [1, 18]

∆k = k(Ω + ωopt)− k(ωopt)− k(Ω) = 0, (2.46)

where ωopt and Ω are the optical and THz frequencies, respectively. This equation is identical to that

in the case of electro-optic sampling [18]. The Taylor series for the wavenumber k(ω) about ω = ωopt is

given by

k(ω) = k(ωopt) + (ω − ωopt)
dk

dω

∣∣∣∣∣
ωopt

+ · · · . (2.47)

We only consider the first two terms in the Taylor series. Then the Taylor series for the wavenumber

k(Ω + ωopt) about ω = ωopt is

k(Ω + ωopt) ' k(ωopt) + (Ω + ωopt − ωopt)
dk

dω

∣∣∣∣∣
ωopt

= k(ωopt) + Ω
dk

dω

∣∣∣∣∣
ωopt

. (2.48)

The group velocity is considered to calculate the term dk/dω as follows

k = n(k)
ω

c
⇔ c dk = ω dn+ n dω, (2.49)

where c is the speed of light. Then

c = ω
dn

dk
+ n

dω

dk
= ω

dω

dk

dn

dω
+ n

dω

dk
=

(
n+ ω

dn

dω

)
dω

dk
. (2.50)

As a result, the group velocity is calculated as [19]

dω

dk
= vg =

c

n+ ω dndω
. (2.51)

The term dn/dω can be calculated by

dn

dω
=
dλ

dω

d

dλ
n = −2πc

ω2

dn

dλ
= −2πc

λ2

(2πc)2

dn

dλ
= − λ2

2πc

dn

dλ
, (2.52)

where the relation of λ = c t = 2πc/ω in vacuum is used [19].

The group velocity as a function of wavelength and refractive index is

dω

dk
= vg =

c

n+ ω dndω
=

c

n− 2πc
λ

λ2

2πc
dn
dλ

=
c

n− λ dn
dλ

, (2.53)

which implies that

dk

dω
=

1

c

[
n− λ dn

dλ

]
. (2.54)
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Figure 2.9: The coherence length of ZnTe as a function of THz frequency for given optical frequencies
(wavelength).

From Eq. (2.54), Eq. (2.46) is reduced to

∆k(ω) = k(Ω + ωopt)− k(ωopt)− k(Ω) = k(ωopt) + Ω
dk

dω

∣∣∣∣∣
ωopt

− k(ωopt)− k(Ω)

= Ω
dk

dω

∣∣∣∣∣
ωopt

− k(Ω) =
Ω

c

[
nopt − λopt

d

dλ
nopt

∣∣∣
λopt

]
− Ω

c
nTHz

=
Ω

c

[
nopt − λopt

d

dλ
nopt

∣∣∣
λopt
− nTHz

]
.

(2.55)

The coherence length [1, 18] is defined as lc = π/∆k. Hence we obtain the coherence length given by

lc(Ω;λopt) =
πc

Ω

∣∣∣∣∣nopt − λopt d
dλnopt

∣∣∣
λopt
− nTHz

∣∣∣∣∣
, (2.56)

where nopt can be calculated from the Sellmeier’s equation [18]. The optical refractive index of ZnTe

from the Sellmeier equation [18] is given by

n2
opt = 4.27 + 3.01

λ2
opt

λ2
opt − 0.142

, (2.57)

where λopt is the optical wavelength in µm. The THz refractive indices of ZnTe can be also calculated

by [18]

n2
THz =

289.27− 6 f2
THz

29.16− f2
THz

, (2.58)

where fTHz = Ω/2π is in THz. The effective optical refractive index nopt − λopt d
dλnopt

∣∣∣
λopt

at 800 nm

is 3.2394. Since the unit in Eq. (2.58) is in THz, a factor of 10−12 has to be multiplied to Eq. (2.56).

Figure 2.9 shows the coherence length as a function of THz frequency at a given optical frequency.

We find that the coherence length of 3 mm for a given the optical wavelength of 850 nm is about 1.37 THz.

A ZnTe with a thickness of 1 mm or 2 mm is widely used in the THz detection processes.
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2.4.2 Air plasma

Figure 2.10: The energy-level diagram of the four-wave mixing [7, 10,20].

THz wave generation in ambient air has been studied due to acceptable ultra broadband spectrum

up to 100 THz as well as intense THz field strength [10]. As described in Eq. (2.2), THz waves can be

generated from a source having the nonlinear polarization. In this case, the air plasma serves as a THz

source which can be produced by a Ti:Sapphire laser amplifier whose centeral wavelength is 800 nm,

repetition rate is 1 kHz and pulse energy is about 1 mJ.

THz waves are generated by focusing a fundamental pulse with a frequency of ω and a second

harmonic pulse with a frequency of 2 ω both produced by a type-I BBO crystal in air as shown in

Fig. 2.3(c). Consider the third-order nonlinear polarization [7, 10,20]

P̃ (3)(t) = ε0χ
(3)Ẽ3(t) (2.59)

induced by an applied field Ẽ having three components in the form [10,20]

Ẽ(t) = Ẽ800(t) e−iωt︸ ︷︷ ︸
Ẽω(t)

+ Ẽ800(t) e−iωt︸ ︷︷ ︸
Ẽω(t)

+ Ẽ400(t) e−i(2ωt+ϕ)︸ ︷︷ ︸
Ẽ2ω(t)

+c.c, (2.60)

where the first and second terms are 800 nm pulses, the last term is a 400 nm pulse caused by the second

harmonic generation and ϕ is the phase difference between the two pulses. Then Eq. (2.59) results in

a 4ω term, a 2ω term, and a rectified term [20]. THz waves are thus generated through the four-wave

mixing process as shown in Fig. 2.10 given by

ETHz ∝ P (3)(Ω) ∝ χ(3)(Ω, 2 ω + Ω,−ω,−ω) E2ω E
∗
ω E

∗
ω cos(ϕ), (2.61)

where Ω is the frequency of the emitted THz waves [10]. Note that it is possible to obtain the Ω frequency

component owing to the pulsed laser whose center frequency (wavelength) is ω and full width at half

maximum (FWHM) is ∆ω which can produces a non-zero frequency component such as the Ω component

as likely as the optical rectification described in section 2.4.1.

Since a widely used THz detection method such as electro-optic (EO) detection is not useful in

obtaining ultra broadband spectrums due to the narrow bandwidths of EO materials caused by phonon

modes, the THz detection method using gas photonics has been recently extensively investigated [10].

16



2.5 THz detection method: Electro optic detection

2.5.1 Introduction

Electro-optic (EO) medium such as ZnTe or GaP have a unique property that their refractive index

of the medium is changed proportional to the applied external electric waves which is known as the

linear EO effect or the Pockels effect. The Pockels effect is one of the nonlinear optical responses of EO

medium. The THz detection method using the Pockels effect is generally called EO detection, which is

a widely used technique to measure THz waves.

To measure the THz waves, the transmission axis of the quarter-wave plate must be defined to

minimize the difference in the intensities of two photodiodes as there is no THz waves, which means that

radiated THz waves are blocked. After defining the transmission axis of the quarter-wave plate, suppose

that THz waves and a probe beam copropagate through a (110) ZnTe crystal as in Fig. 2.11. Then

the THz waves serves as an applied external electric field to ZnTe. Here, the polarization of the probe

beam is linearly changed due to birefringence in ZnTe. . The probe beam is elliptically polarized when it

goes through a quarter-wave plate and then is separated to two orthogonal components by a prism such

as the Wollaston prism or Rochon prism. The THz waves can be measured by differentiating the two

intensities (detected by the photodiodes) of the two orthogonal components of the elliptical polarized

probe beam. Finally, the whole THz time-domain signals can be obtained by varying the delay between

the THz waves and the probe beam [21].

The Pockels effect is briefly explained in this section. As an external electric field is applied to

an EO medium, the refractive index (n) of the EO medium can be defined as a function of electric

field (E) [19,22] . The Taylor expansion of n at E = 0 is given by

n(E) = n(E = 0) +
dn

dE

∣∣∣
E=0

E +
1

2!

d2n

dE2

∣∣∣
E=0

E2 + · · · . (2.62)

The propagation of the electric field in the crystal (EO medium) can be described by the imperme-

ablity tensor ηij defined as

ηij = ε0

(
ε−1
)
ij
, (2.63)

where ε0 is the dielectric permittivity in free space and ε−1 is the inverse matrix of the dielectric tensor.

Polarizer (P)

ITO
ZnTe

λ/4
WP

P

Analyzer

ITO
ZnTe

(a) (b)

Figure 2.11: The schemes of electro-optic (EO) detection. A detailed description of EO detection can be
found in section 2.5.
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Hereafter, η is treated as a scalar for the sake of clarity. For simplicity, each coefficient in Eq. (2.62) is

denoted as

n(E = 0) = n(0), (dn/dE)
∣∣∣
E=0

= a1, (d2n/dE2)
∣∣∣
E=0

= a2. (2.64)

Using Eq. (2.64), Eq. (2.63) is calculated as

η =
1

n2
=

1[
n(0) + a1E +

a2

2
E2

]2 =
1[

n(0)
{

1 +
a1

n(0)
E +

a2

2 n(0)
E2
}]2

' 1

n(0)2

[
1− 2

( a1

n(0)
E +

a2

2n(0)
E2
)]

=
1

n(0)2
− 2a1

n(0)3
E − a2

n(0)3
E2.

(2.65)

Therefore Eq. (2.65) is reduced to

1

n2
− 1

n(0)2
= − 2a1

n(0)3
E − a2

n(0)3
E2, (2.66)

which leads to the result

η(E)− η(E = 0) = rE + sE2, (2.67)

where r = −2a1/n(0)3 is known as the linear EO coefficient or Pockels coefficient and s = −a2/n(0)3 is

known as the quadratic EO coefficient or Kerr coefficient. Terms higher order terms than the quadratic

term are ignored since these higher-order terms are too small compared to the linear and quadratic ones.

As seen in Eq. (2.67), the Pockels effect indicates that the change in the refractive index of the EO

medium is proportional to the applied electric field (E). On the other hand, the Kerr effect implies that

the change in the refractive index of the EO medium is quadratic to the applied electric field [19,22].

2.5.2 The Pockels effect and the Kerr effect

2.5.2.1 The electro-optic effects in terms of nonlinear polarization

For historical reasons, despite nonlinear effects such as the Pockels effect (the linear electro-optic

effect) and the Kerr effect (the quadratic electro-optic effect) can be described by the nonlinear polar-

ization in terms of higher-order electric susceptibility, these effects have been widely explained in terms

of the index ellipsoid [7]. In this section, it is briefly explained that the Pockels effect and the Kerr effect

are related to χ(2) and χ(3), respectively [7].

The Pockels effect, or, the precise terahertz Pockels effect at optical frequency, is defined by

Pi(ω+ ΩTHz) = 2ε0
∑
j,k

χ
(2)
ijk(ω+ ΩTHz, ω, ΩTHz)Ej(ω)Ek(ΩTHz) = ε0

∑
j

χ
(2)
ij (ω+ ΩTHz)Ej(ω), (2.68)

where χ
(2)
ij (ω+ΩTHz) = 2

∑
k χ

(2)
ijk(ω+ΩTHz)Ek(ΩTHz) is the terahertz field induced susceptibility tensor

and P (2, 2) = 2!/(2 − 2)! = 2 (= 2!/(1!1!)) represents also the number of distinct permutations for the

frequency ω and ΩTHz [2, 7].

By the same analogy, the terahertz Kerr effect at optical frequency (Kerr effect) is defined by

Pi(ω) = 6ε0
∑
j,k,l

χ
(3)
ijkl(ω, ω, − ΩTHz, ΩTHz)Ej(ωo)E∗k(ωTHz)El(ωTHz) = ε0

∑
j

χ
(3)
ij (ω)Ej(ω), (2.69)
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where χ
(3)
ij (ω) = 6

∑
k,l χ

(3)
ijkl(ω)E∗k(ωTHz)El(ωTHz) is the terahertz field intensity induced susceptibility

tensor and P (3, 3) = 3!/(3−3)! = 6 represents also the number of distinct permutations for the frequency

components ω, −ω, and ΩTHz due to the fact that E∗k(ωTHz) = Ek(−ωTHz) [7]. In addition to the Kerr

effect, the THz-field-induced second harmonic (TFISH) is defined by

Pi(2ω ± ΩTHz) = ε0D
∑
i,j,k,l

χ
(3)
ijkl(2ω ± ΩTHz, ω, ω, ± ΩTHz)Ej(ω)Ek(ω)E

(∗)
l (ΩTHz), (2.70)

where Pi = Pi(2ω+ΩTHz) for Ek(ΩTHz) and Pi = Pi(2ω−ΩTHz) for E∗k(ΩTHz) and D(= 3 = 3!/(2!1!)) [7].

The quadratic electro-optic effect is expected to be small compared to the linear electro-optic effect

and is often neglected when the linear effect is present [7, 19]. However, the linear electro-optic effect

must vanish in centro-symmetric crystals [7, 19], which is explained in section A.2 in detail. The two

effects can be summarized in table 2.2. The reasons why χ(2) and χ(3) are related to the Pockels effect

and the Kerr effect, respectively, are explained in the following section.

Crystal symmetry Property Existent effects

Non-centrosymmetry χ(3) � χ(2) Pockels, Kerr
Centrosymmetry χ(3) > χ(2) = 0 Kerr

Table 2.2: The existent electro-optic effect for each crystal symmetry.

2.5.2.2 Induction of the Pockels effect in terms of refractive index from nonlinear suscep-

tibility

Let us consider that a probe beam with frequency of ω propagates through a nonlinear medium with

χ(2) and χ(3). In the presence of a strong pump beam with frequency of Ω, the probe beam is modulated

by the nonlinear polarization of the medium. The nonlinear polarization induced by the Pockels effect

in the nonlinear medium is defined by

P (ω + Ω) = 2ε0χ
(2)(ω + Ω)E(ω)E(Ω), (2.71)

assuming that the incident pump and probe beams are linearly polarized for the sake of simplicity [7].

The displacement field D in the medium is expressed in terms of the dielectric constant and the intrinsic

electric field of the probe beam as

D(ω) = ε(ω)E(ω). (2.72)

The displacement field is defined in terms of the intrinsic electric field and polarization as [7, 12]

D(ω) = εE = ε0(1 + χ)E = ε0E + ε0χE = ε0E(ω) + P (ω). (2.73)

The Pockels effect can be produced when P (ω) ' P (ω + Ω) or ω + Ω ' ω [7].8 By substituting P by

Eq. (2.71), the displacement field can be written as

ε(ω)E(ω) = ε0E(ω) + 2ε0χ
(2)(ω)E(ω)E(Ω), (2.74)

8ω + Ω ' ω means that frequency Ω is sufficiently small compared with ω. In other words, the electric field with
frequency of Ω represents a static (DC) or low frequency electric field.
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which is equivalent to 9

ε(ω) = ε0 + 2ε0χ
(2)(ω)E(Ω). (2.76)

Since the dimensionless dielectric constant ε/ε0 is the square of the refractive index according to electro-

magnetic theory [7, 12], the refractive index can be obtained by Eq. (2.76) as

n(ω) =

√
ε(ω)

ε0
=
[
1 + 2χ(2)(ω)E(Ω)

]1/2
' 1 + χ(2)(ω)E(Ω). (2.77)

Eq. (2.77) directly shows that χ(2) has relation to the Pockels effect.

The dielectric constant should be composed of linear χ(1) and nonlinear susceptibility χ(2) as

ε(ω) = ε0 + ε0χ
(1)(ω) + 2ε0χ

(2)(ω)E(Ω). (2.78)

By the same analogy, the refractive index can be written in terms of n0 and n1 as

n(ω) =

√
ε(ω)

ε0
=
[

1 + χ(1)(ω)︸ ︷︷ ︸
n2
0(ω)

+2χ(2)(ω)E(Ω)
]1/2

=
[
n2

0(ω) + 2χ(2)(ω)E(Ω)
]1/2

= n0(ω)

[
1 +

2χ(2)(ω)

n2
0(ω)

E(Ω)

]1/2

' n0(ω)

[
1 +

χ(2)(ω)

n2
0(ω)

E(Ω)

]

= n0(ω) +
χ(2)(ω)

n0(ω)︸ ︷︷ ︸
n1

E(Ω) = n0(ω) + n1(ω)E(Ω) ≡ n0(ω) + ∆n1(ω), (2.79)

where the linear refractive index n0 is defined as
√

1 + χ(1). We can see that the refractive index of

the nonlinear medium is perturbed in the presence of an external electric field with low frequency. The

magnitude of perturbed index ∆n is proportional to the external electric field.

2.5.2.3 Induction of the Kerr effect in terms of refractive index from nonlinear suscepti-

bility

Under the assumption that the incident pump beam E(Ω) and probe beam E(ω) are linearly polar-

ized for the sake of simplicity [7], the nonlinear polarization induced by the Kerr effect in the nonlinear

medium is defined as

P (ω) = 6ε0χ
(3)(ω − Ω + Ω)E(ω)E(−Ω)E(Ω) = 6ε0χ

(3)(ω)E(ω)|E(Ω)|2, (2.80)

where E(−Ω) = E∗(Ω). Then the total polarization of the medium is described as

P (ω) = ε0χ
(1)(ω)E(ω) + 6ε0χ

(3)(ω)|E(Ω)|2E(ω)

= ε0

[
χ(1)(ω) + 6χ(3)(ω)|E(Ω)|2

]
E(ω) = ε0χeff(ω)E(ω),

(2.81)

9

ε(ω)E(ω) = ε0E(ω) + 2ε0χ
(2)(ω)E(ω)E(Ω) =

[
ε0 + 2ε0χ

(2)(ω)E(Ω)
]
E(ω). (2.75)
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where the effective susceptibility χeff is denoted by

χeff = χ(1)(ω) + 6χ(3)(ω)|E(Ω)|2. (2.82)

By the definition of the refractive index [7, 12], the refractive index n is obtained from the rela-

tive (dimensionless) dielectric constant given by

n2(ω) =
ε(ω)

ε0
= 1 + χeff . (2.83)

From Eq. (2.77), Eq. (2.83) becomes

n(ω) =

√
ε(ω)

ε0
=
[

1 + χ(1)(ω)︸ ︷︷ ︸
n2
0(ω)

+6χ(3)(ω)|E(Ω)|2
]1/2

=
[
n2

0(ω) + 6χ(3)(ω)|E(Ω)|2
]1/2

= n0(ω)

[
1 +

6χ(3)(ω)

n2
0(ω)

|E(Ω)|2
]1/2

' n0(ω)

[
1 +

3χ(3)(ω)

n2
0(ω)

|E(Ω)|2
]

= n0(ω) +
3χ(3)(ω)

n0(ω)︸ ︷︷ ︸
n2

|E(Ω)|2 = n0(ω) + n2(ω)|E(Ω)|2 ≡ n0(ω) + ∆n2(ω),

(2.84)

From this equation, we can see that the refractive index of the nonlinear medium is perturbed in the

presence of an external electric field and the magnitude of the perturbed index ∆n2 in relation to χ(3)

is proportional to the intensity of the external electric field.

In this section, we find that the Kerr effect has in a relationship with χ(3). The induction processes

of the Kerr effect can also be described by the same analogy from the former section 2.5.2.2 10. The

refractive index n(ω) of the nonlinear medium can be summarized in the form

n(ω) = n0(ω) + n1(ω)E(Ω) + n2(ω)|E(Ω)|2. (2.89)

The represented n is slightly different but the same when compared with the Taylor expansion of n at

E = 0 in Eq. (2.62).

2.5.3 The index ellipsoid in the electro-optic medium

First of all, the index ellipsoid of an anisotropic medium needs to be considered to understand the

linear EO effect. Assume that a monochromatic plane wave propagates through an anisotropic medium.

10From Eq. (2.73), the displacement field can be written by

D(ω) = ε(ω)E(ω) = ε0E(ω) + 6ε0χ
(3)(ω)E(ω)|E(Ω)|2, (2.85)

which implies
ε(ω) = ε0 + 6ε0χ

(3)(ω)|E(Ω)|2. (2.86)

From Eq. (2.86), the refractive index can be obtained given by

n(ω) =

√
ε(ω)

ε0
=
[
1 + 6χ(3)(ω)|E(Ω)|2

]1/2
' 1 + 3χ(3)(ω)|E(Ω)|2. (2.87)

Eq. (2.87) directly shows that χ(3) is in a relationship with the Kerr effect.
By Eq. (2.78), the medium has the intrinsic susceptibility denoted by χ(1) given by

ε(ω) = ε0 + χ(1)(ω) + 6ε0χ
(3)(ω)|E(Ω)|2. (2.88)
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The permittivity (εij), the electric susceptibility (χij), and the relative permittivity (ξij) have a relation

given by

εij = ε0 (1 + χij) = ε0 ξij . (2.90)

In an anisotropic medium such as an EO medium, the electric displacement D is defined by

Di =
∑
j

εijEj = ε0
∑
j

ξijEj , (2.91)

which is precisely expressed by 
Dx

Dy

Dz

 = ε0


ξxx ξxy ξxz

ξyx ξyy ξyz

ξzx ξzy ξzz



Ex

Ey

Ez

 . (2.92)

If an anisotropic medium is optically inactive and lossless, then the relative permittivity tensor ξij is a

real symmetry tensor. Thus ξyx = ξxy, ξxz = ξzx, and ξyz = ξzy. Eq. (2.92) can be simplified by rotating

the coordinatess of (x, y, z) to the new coordinates of (X, Y, Z) as
DX

DY

DZ

 = ε0


ξXX 0 0

0 ξY Y 0

0 0 ξZZ



EX

EY

EZ

 , (2.93)

which is expressed using a diagonal matrix of ξij in Eq. (2.92). These new coordinates are known as the

principal axes because the permittivity is represendted as a diagonal matrix.

Consider the energy density of the stored electric field in an anisotropic medium defined by

U =
1

2
E ·D =

1

2

∑
i

êiEi · ε0
∑
jk

êjξjkEk =
1

2
ε0
∑
ijk

δijEiξjkEk =
1

2
ε0
∑
jk

EjξjkEk. (2.94)

Using Eq. (2.93), Eq. (2.94) in the principal axes becomes

U =
1

2
ε0

[
ξXXE

2
X + ξY Y E

2
Y + ξZZE

2
Z

]
=

1

2
ε0

[
ε20ξ

2
XXE

2
X

ε20ξXX
+
ε20ξ

2
Y Y E

2
Y

ε20ξY Y
+
ε20ξ

2
ZZE

2
Z

ε20ξZZ

]

=
1

2ε0

[
D2
X

ξXX
+
D2
Y

ξY Y
+
D2
Z

ξZZ

]
.

(2.95)

The shapes of these ellipsoids can be described in terms of the principal coordinates (X, Y, Z) them-

selves [7]. If we replace X, Y , and Z by

X =
DX√
2ε0U

, Y =
DY√
2ε0U

, Z =
DZ√
2ε0U

, (2.96)

then Eq. (2.95) becomes

1 =
( DX√

2ε0U

)2 1

ξXX
+
( DY√

2ε0U

)2 1

ξY Y
+
( DZ√

2ε0U

)2 1

ξZZ

⇔ 1 =
X2

n2
X

+
Y 2

n2
Y

+
Z2

n2
Z

,

(2.97)
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where εj/ε0 = ξj = n2
j (j = X, Y, Z) and nj are the principal refractive indices.

Eq. (2.97) is known as the index ellipsoid or the optical indicatrix in the absence of an external

electric field [7, 19]. Note that the index ellipsoid is formed when the incident wave propagates through

a medium. If the coordinates do not correspond to the principal axes of (X, Y, Z), then it is needed to

go back to Eq. (2.91) and Eq. (2.92). In other words, it is considered that the index ellipsoid is changed

in the presence of an external applied electric field that is another field and different with the incident

wave.

The electric field E is expressed in terms of the inverse of the electric displacement D as

Ei =
∑
j

(ε−1)ijDj . (2.98)

It is time to introduce the impermeablity tensor, shortly introduced in the last section 2.5.1, which is

used to derive the index ellipsoid of an anisotropic medium. The impermeablity tensor ηij is associated

with the permittivity εij as
ηij
ε0

=
(
ε−1
)
ij
. (2.99)

Therefore the electric field E satisfies the following relation

Ei =
1

ε0

∑
j

ηijDj . (2.100)

By using the preceding procedure, the energy density is computed as

U =
1

2
E ·D =

1

2

∑
ij

êi
1

ε0
ηijDj ·

∑
k

êkDk =
1

2ε0

∑
ijk

δikηijDjDk =
1

2ε0

∑
ij

ηijDjDi, (2.101)

where ηij is defined by

η =


η11 η12 η13

η21 η22 η23

η31 η32 η33

 . (2.102)

Eq. (2.101) becomes

2ε0U =
∑
ij

ηijDjDi = η11D
2
1 + η22D

2
2 + η33D

2
3

+ (η12 + η21)D1D2 + (η23 + η32)D2D3 + (η13 + η31)D1D3.

(2.103)

Since η is a real symmetric tensor, the last equation can be reduced as

2ε0U = η11D
2
1 + η22D

2
2 + η33D

2
3 + 2η12D1D2 + 2η23D2D3 + 2η13D1D3. (2.104)

By using relations given by

xj =
Dj√
2ε0U

for j ∈ {1, 2, 3}, (2.105)
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then Eq. (2.104) can be expressed as

η11

( D1√
2ε0U

)2

+ η22

( D2√
2ε0U

)2

+ η33

( D3√
2ε0U

)2

+ 2η12

( D1√
2ε0U

)( D2√
2ε0U

)
+ 2η13

( D1√
2ε0U

)( D3√
2ε0U

)
+ 2η23

( D2√
2ε0U

)( D3√
2ε0U

)
= 1

⇔ η11x
2
1 + η22x

2
2 + η33x

2
3 + 2η12x1x2 + 2η23x2x3 + 2η13x1x3 = 1,

(2.106)

which is the general expression of the index ellipsoid.

From Eq. (C.29), considering the impermeability tensor of an anisotropic medium in the presence

of an external electric field, the Taylor expansion of ηij at E = 0 is given by

ηij(E) = ε0

(
ε−1
)
ij

= ηij(E = 0) +
∑
k

∂ηij
∂Ek

Ek +
∑
k,l

1

2!

∂2ηij
∂Ek∂El

EkEl for i, j, k, l ∈ {1, 2, 3}, (2.107)

where the higher order terms than the quadratic term are neglected since they are too small compared

with the linear and quadratic coefficients [19,22]. Therefore, the two EO coefficients are given as

∂ηij
∂Ek

∣∣∣∣∣
E=0

= rijk, (2.108)

1

2

∂2ηij
∂Ek∂El

∣∣∣∣∣
E=0

= sijkl. (2.109)

The Pockels coefficient (r) and the Kerr coefficient (s) are tensors with ranks 3 and 4, respectively. To

be used effectively, the index of the tensor needs to be reduced. Hereafter, we will focus on the Pockels

coefficient.

Suppose that an anisotropic medium is optically inactive and lossless. Then ηij is the same as

ηji since εij is the same as εji [19]. Therefore, η is a symmetric tensor and the indices i, j, and k in

Eq. (2.107) can be permuted as

(ηij = ηji)

rijk = rjik.
(2.110)

Using this permutation symmetry, the indices i and j of the tensor (rijk) for given k index can be

abbreviated using the contracted indices defined as [19]

1 = (11)

2 = (22)

3 = (33)

4 = (23) = (32)

5 = (13) = (31)

6 = (12) = (21).

(2.111)
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Then the Pockels coefficient for k ∈ {1, 2, 3} can be reduced by

r1k = r11k, r4k = r23k = r32k,

r2k = r22k, r5k = r13k = r31k,

r3k = r33k, r6k = r12k = r21k.

(2.112)

Therefore, the third-ranㅏ tensor rijk having 27 components is simplified to a 6×3 tensor matrix. Using

this notation, the impermeablity tensor η in Eq. (2.107) becomes

ηij(E) = ηij(E = 0) +
∑
k

rijkEk for k ∈ {1, 2, 3}

= ηI(E = 0) +
∑
k

rIkEk for I ∈ {1, 2, 3, · · · , 6}, k ∈ {1, 2, 3}

= ηI(E),

(2.113)

where ηI(0) for I ∈ {1, 2, 3, · · · , 6} is given as

η(E = 0) =



η1(E = 0)

η2(E = 0)

η3(E = 0)

η4(E = 0)

η5(E = 0)

η6(E = 0)


=



1
n2
1

1
n2
2

1
n2
3

0

0

0


. (2.114)

Note that 1/n2
1, 1/n2

2, and 1/n3
1 are the principal refractive indices of the anisotropic medium in the

absence of an electric field. Here, 1, 2, 3 correspond to the principal axes x, y and z, respectively.

Therefore Eq. (2.106) can be written as

η1x
2 + η2y

2 + η3z
2 + 2η4yz + 2η5zx+ 2η6xy = 1, (2.115)

where the indices in η is simplified by using the contracted indices shown in Eq. (2.113).

From Eq. (2.113), the impermeability tensor η in the presence of an electric field becomes

η(E) =



1
n2
x

1
n2
y

1
n2
z

0

0

0


+



r11 r12 r13

r21 r22 r23

r31 r32 r33

r41 r42 r43

r51 r52 r53

r61 r62 r63




Ex

Ey

Ez

 , (2.116)
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where each element of the η(E) is expressed as

η1(E) = η1(E = 0) +
∑
k

r1kEk =
1

n2
x

+
∑
k

r1kEk,

η2(E) = η2(E = 0) +
∑
k

r2kEk =
1

n2
y

+
∑
k

r2kEk,

η3(E) = η3(E = 0) +
∑
k

r3kEk =
1

n2
z

+
∑
k

r3kEk,

η4(E) = η4(E = 0) +
∑
k

r4kEk = 0 +
∑
k

r4kEk,

η5(E) = η5(E = 0) +
∑
k

r5kEk = 0 +
∑
k

r5kEk,

η6(E) = η6(E = 0) +
∑
k

r6kEk = 0 +
∑
k

r6kEk.

(2.117)

Therefore the index ellipsoid in EO medium in the presence of an external electric field can be written

as (
1

n2
x

+
∑
k

r1kEk

)
x2 +

(
1

n2
y

+
∑
k

r2kEk

)
y2 +

(
1

n2
z

+
∑
k

r3kEk

)
z2

+ 2yz
∑
k

r4kEk + 2zx
∑
k

r5kEk + 2xy
∑
k

r6kEk = 1 for k ∈ {x, y, z}.
(2.118)
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λ/4
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Figure 2.12: Geometry of the (110) ZnTe crystal represented as a THz sensor. A ZnTe has a (110) plane. The THz beam and probe beam counterpropagates
through (110) ZnTe. α and ϕ are angles of the polarization of the THz beam and the polarization of the probe beam, respectively [21]. Here, the principal
axes of the crystal and the lab frame are denoted as (x, y, z) and (x∗, y∗, z∗), respectively.

27



2.5.4 THz detection process using the Jones matirx

Consider that a polarized probe beam is propagated through (110) ZnTe to measure the THz waves.

We now define the transmission axis of a polarizer to be parallel to the x∗-axis of the lab frame shown

in Fig. 2.12. Then the Jones matrix of a polarizer is given as

Mp =

[
cosϕ − sinϕ

sinϕ cosϕ

][
1 0

0 0

][
cosϕ sinϕ

− sinϕ cosϕ

]

= R(−ϕ)P0R(ϕ) =

[
cos2 ϕ cosϕ sinϕ

cosϕ sinϕ sin2 ϕ

]
,

(2.119)

where ϕ indicates the oriented angle between the lab frame and the slow axis of the polarizer. The

rotation matrix R is defined as

R(ϕ) =

[
cosϕ sinϕ

− sinϕ cosϕ

]
. (2.120)

EO cystals such as ZnTe can be considered as a wave plate (or retardation plate) having a slow axis

oriented at an angle θ and a phase shift ΓTHz induced by an external electric field, which are THz waves

in this case [19], or

MEO = R(−θ) J(ΓTHz) R(θ) =

[
cos θ − sin θ

sin θ cos θ

][
1 0

0 ei ΓTHz

][
cos θ sin θ

− sin θ cos θ

]
= M(ΓTHz). (2.121)

If the incident wave having a linear polarization sate parallel to the x∗ axis of the lab frame is

denoted as

Ei = Ep

(
1

0

)
, (2.122)

then the transmitted electric field through a polarizer and ZnTe is11

E = R(−θ) J(ΓTHz) R(θ)︸ ︷︷ ︸
ZnTe

R(−ϕ) P0 R(ϕ)︸ ︷︷ ︸
polarizer

Ei

=

[
cos2 θ + sin2 θ ei ΓTHz cos θ sin θ − cos θ sin θ eiΓTHz

cos θ sin θ − cos θ sin θ ei ΓTHz sin2 θ + cos2 θ ei ΓTHz

]

×

[
cos2 ϕ cosϕ sinϕ

cosϕ sinϕ sin2 ϕ

]
× Ep

(
1

0

)

' Ep

[
cos2 θ + sin2 θ ei ΓTHz cos θ sin θ − cos θ sin θ eiΓTHz

cos θ sin θ − cos θ sin θ ei ΓTHz sin2 θ + cos2 θ ei ΓTHz

](
cosϕ

sinϕ

)
.

(2.124)

Now the phase retardation ΓTHz in ZnTe induced by THz waves is calculated. We used (110) ZnTe

with thickness of 1 or 2 mm in all of the THz-TDS setups.

11 [
cos2 ϕ cosϕ sinϕ

cosϕ sinϕ sin2 ϕ

](
1
0

)
=

(
cos2 ϕ

cosϕ sinϕ

)
= cosϕ

(
cosϕ
sinϕ

)
'
(

cosϕ
sinϕ

)
, (2.123)

where the common factor cos ϕ can be neglected if interference effects are not important [19]. The optical probe beam
with p-pol can be polarized by 45◦ by either a polarizer or a half-wave plate. The intensity of the optical probe beam with
45◦ polarization depends on which optical component is used. In the experiment, it is recommended to use a half-wave
plate instead of a polarizer, which is fully described in section A.11.
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2.5.5 Calculation of the phase retardation ΓTHz

A (110) oriented12 ZnTe crystal [n-type, high-resistivity ≥ 106 Ω/cm (un-doped)] with thickness

of 2 mm is used for measuring the THz waveform by the EO detection method. ZnTe is a member of

4̄3m in the point group, is a cubic crystal in the crystal system, and is isotropic in terms of optical

symmetry [19]. Since a (100)-cut ZnTe crystal does not exhibit 2nd-order nonlinear response, there is no

THz waves radiated from the (100)-cut ZnTe in the case of THz generation via the optical rectification.

THz waves can not be measured by the (100)-cut ZnTe in the case of detection, which is explained in

section A.6.2 in more detail.

ZnTe has no intrinsic birefringence since ZnTe is optically isotropic and only has birefringence when

it is applied by an external electric field. Therefore, ZnTe has a refractive index of nx = ny = nz = n

in the optical frequency provided that (x, y, z) is the principal axes of the crystal. Consider that the

probe beam and THz waves counterpropagate through ZnTe, where the polarization of the probe beam

and THz waves with respect to the z-axis of the ZnTe crystal are described in Fig. 2.12. Recall that the

THz waves is an external electric field applied to the (110) ZnTe as the probe beam passes through the

ZnTe crystal.

The Pockels coefficients of ZnTe in a point group of 4̄3m is given by [19]

r =



0 0 0

0 0 0

0 0 0

r41 0 0

0 r41 0

0 0 r41


(2.125)

If x, y, z are the principal axes of the ZnTe cystal and z-axis is parallel to (001) of the crystal as shown

in Fig. 2.12, then the index ellipsoid from Eq. (2.118) can be written as

x2

n2
+
y2

n2
+
z2

n2
+ 2r41E

x
THzyz + 2r41E

y
THzxz + 2r41E

z
THzxy = 1, (2.126)

where ExTHz, EyTHz, EzTHz are the components of the THz waves applied to ZnTe. There are cross-terms

of xy, yz, xz in Eq. (2.126), which means that x, y, z are not the principal axes of the ZnTe anymore in

the presence of an applied external electric field, which is THz waves.

The index ellipsoid as a function of the modified principal axes in the presence of the THz waves is

calculated. As shown in Fig. 2.12, we can immediately see that the orthogonal components of THz waves

have a relation as ETHz,x = −ETHz,y.13 Coordinates need to be transformed to find the new principal

axes. Consider that the new coordinates (x′, y′, z′) are formed when the current coordinates (x, y, z)

12The direction of a crystal plane and the plane of a crystal can be described by the Miller indices [23]. The set of all
planes equivalent to (hkℓ) by symmetry is denoted by the notation {hkℓ}. And the all directions equivalent to [hkℓ] by
symmetry is denoted by 〈hkl〉 [23, 24].

13As shown in Fig. 2.12, the amplitude components of the THz waves are

ETHz =


ExTHz

EyTHz

EzTHz

 = ETHz

sinα · cos(−45◦)
sinα · sin(−45◦)

cosα

 ,

where | ~E| = ETHz. Therefore ExTHz = −EyTHz.

29



are rotated by 45◦ with respect to the z-axis. Then the rotation matrix in this case is given by
x′

y′

z′

 =


cos 45◦ sin 45◦ 0

− sin 45◦ cos 45◦ 0

0 0 1



x

y

z



⇔


x

y

z

 =


cos 45◦ − sin 45◦ 0

sin 45◦ cos 45◦ 0

0 0 1



x′

y′

z′

 .

(2.127)

Using Eq. (2.127), Eq. (2.126) is transformed in the form

x′2
(

1

n2
+ r41ETHz cosα

)
+ y′2

(
1

n2
− r41ETHz cosα

)
+
z′2

n2
+ 2r41ETHz sinα y′z′ = 1. (2.128)

We can see the cross-term of y′z′ in Eq. (2.128). Another coordinates transform needs to be considered

to remove the cross-term. Consider that the new coordinates (x′′ , y′′, z′′) are constructed by rotating

the coordinates (x′, y′, z′) by θ with respect to the x′-axis. The corresponding rotation matrix is given

by 
x′′

y′′

z′′

 =


1 0 0

0 cos θ sin θ

0 − sin θ cos θ



x′

y′

z′



⇔


x′

y′

z′

 =


1 0 0

0 cos θ − sin θ

0 sin θ cos θ



x′′

y′′

z′′

 .

(2.129)

Then Eq. (2.128) can be written as 14

x′′2
[ 1

n2
+ r41ETHz cosα

]
+ y′′2

{ 1

n2
− r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]}
+ z′′2

{ 1

n2
− r41ETHz

[
cosα · cos2 θ − cos(α+ 2θ)

]}
+ y′′z′′r41ETHz

[
cosα · sin 2θ + 2 sinα · cos 2θ

]
= 1, (2.131)

where we find that the (x′′, y′′, z′′) coordinates can be the principle axes of the index ellipsoid if the

14y′′ term:

cos2 θ + sin 2θ

n2
− r41ETHz cosα · cos2 θ + 2r41ETHz sinα · cos θ · sin θ

=
1

n2
− r41ETHz

[
cosα · cos2 θ + 0− 2 sinα · cos θ · sin θ

]
=

1

n2
− r41ETHz

[
cosα · cos2 θ + (cosα · sin2 θ − cosα · sin2 θ)− 2 sinα · cos θ · sin θ

]
=

1

n2
− r41ETHz

[
cosα · sin2 θ + cosα(cos2 θ − sin2 θ)− 2 sinα · cos θ · sin θ

]
=

1

n2
− r41ETHz

[
cosα · sin2 θ + cosα · cos 2θ − sinα · sin 2θ

]
=

1

n2
− r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]
(2.130)
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cross-term of y′′z′′ vanished. 15 16

To eliminate the cross-term y′′z′′ in Eq. (2.131), a relation given by 17

2θ = − tan−1(2 tanα)− nπ (2.139)

needs to be considered, where the condition of tanα in Eq. (2.139) is

tanα = tan(α+ nπ) = tan(α− nπ), (2.140)

which implies that

−π
2
≤ α− nπ < π

2
, (2.141)

so that

nπ − π

2
≤ α < nπ +

π

2
, n = 0, 1, 2 · · · . (2.142)

From Eqs. (2.139) and Eq. (2.140), we finally obtain the index ellipsoid given by

x′′2
( 1

n2
+ r41ETHz cosα

)
+ y′′2

{ 1

n2
− r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]}
+ z′′2

{ 1

n2
− r41ETHz

[
cosα · cos2 θ − cos(α+ 2θ)

]}
= 1. (2.143)

For a small external electric field, the refractive indices for a probe beam propagating along the x′′

15z′′ term:

cos2 θ + sin 2θ

n2
− r41ETHz cosα · sin2 θ − 2r41ETHz sinα · cos θ · sin θ

=
1

n2
− r41ETHz

[
cosα · sin2 θ + 0 + 2 sinα · cos θ · sin θ

]
=

1

n2
− r41ETHz

[
cosα · sin2 θ + (cosα · cos2 θ − cosα · cos2 θ) + sinα · · sin 2θ

]
=

1

n2
− r41ETHz

[
cosα · cos2 θ − cosα(cos2 θ − sin2 θ) + sinα · sin 2θ

]
=

1

n2
− r41ETHz

[
cosα · cos2 θ − cosα · cos 2θ + sinα · sin 2θ

]
=

1

n2
− r41ETHz

[
cosα · cos2 θ − cos(α+ 2θ)

]
(2.132)

16y′′z′′ term:

r41ETHz

[
cosα · sin 2θ + 2 sinα · cos 2θ

]
. (2.133)

17When the coefficient of y′′z′′ term is zero, the coefficient given by

cosα · sin 2θ + 2 sinα · cos 2θ = 0 (2.134)

becomes
sin 2θ + 2 tanα · cos 2θ = 0. (2.135)

Then we find that

2 tanα = −
sin 2θ

cos 2θ
= − tan 2θ = − tan(nπ + 2θ) = tan[−(nπ + 2θ)], (2.136)

which implies that
nπ + 2θ = − tan−1[2 tanα], (2.137)

where 2θ is given by
2θ = − tan−1[2 tanα]− nπ n ∈ Z ∪ {0}. (2.138)
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direction (z∗ direction) can be obtained as 18

ny′′(α) ' n+
n3

2
ETHzr41

[
cosα · sin2 θ + cos(α+ 2θ)

]
nz′′(α) ' n+

n3

2
ETHzr41

[
cosα · cos2 θ − cos(α+ 2θ)

]
.

(2.149)

We can see that ny′′(α) and nz′′(α) are different in Eq. (2.149). We find that the refractive index of

ZnTe for a probe beam is changed due to an external THz waves. Therefore the polarization along y′′

direction and z′′ direction of the probe beam is changed and then the resulting polarization of probe

beam is elliptical. Hence the phase retardation ΓTHz in ZnTe with thickness of L induced by THz waves

is

ΓTHz(ω) =
w

c

{
ny′′(α)− nz′′(α)

}
L

=
wn3ETHzr41L

2c

[
cosα (sin2 θ − cos2 θ) + 2 cos(α+ 2θ)

]
,

(2.150)

where c is the speed of light and ω is the optical angular frequency of the probe beam [21].

2.5.6 Electro-optic detection : Probing the index ellipsoid induced from el-

liptically polarized probe beams

There are two experimental schemes to measure THz waves as shown in Fig. 2.13. The key point to

measure the generated THz waves is to measure the altered polarization of the probe beam due to THz

waves applied to ZnTe. The first way is to use the balanced detection of the elliptically polarized probe

beam through a quarter-wave plate. For this, a polarization beam splitter (PBS) such as a Wollaston

prism or a Rochon prism as well as a quarter-wave plate are commonly used as shown in Fig. 2.13–(a).

When the probe beam is transmitted through a quarter-wave plane (QWP), ZnTe, and a polarizer (P)

propagates toward the Wollaston prism (WP), two orthogonal components of the transmitted field are

18

x′′2
( 1

n2
+ r41ETHz cosα

)
+ y′′2

{ 1

n2
− r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]}
+ z′′2

{ 1

n2
− r41ETHz

[
cosα · cos2 θ − cos(α+ 2θ)

]}
= 1

(2.144)

is equivalent to
x′′2

n2
x′′

+
y′′2

n2
y′′

+
z′′2

n2
z′′

= 1. (2.145)

By comparing coefficients of x′′, y′′, and z′′ in Eqs. (2.144) and (2.145), we obtain

1

n2
y′′

=
1

n2
− r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]
, (2.146)

which implies that

n2
y′′ =

1

1
n2 − r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

] =
n2

1− n2r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

] . (2.147)

We thus find from this equation that

ny′′ = n
{

1− n2r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]}− 1
2

' n
{

1 +
n2

2
r41ETHz

[
cosα · sin2 θ + cos(α+ 2θ)

]}
. (2.148)

Note that nz′′ can be obtained using the same method.
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ITO
ZnTe
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Figure 2.13: The electro-optic detection using a quarter-wave plate and a Wollaston prism.

then separated. Using Eq. (2.124), this procedure can be written as

E = R(−π
4

) J(
π

2
) R(

π

4
)︸ ︷︷ ︸

λ/4 plate

R(−θ) J(ΓTHz) R(θ)︸ ︷︷ ︸
ZnTe

R(−ϕ) P0 R(ϕ)︸ ︷︷ ︸
Polarizer

Ei︸︷︷︸
Probe beam

, (2.151)

where J(π/2) represents a Jones matrix of a quarter-wave plate given by [19]

J(
π

2
) =

[
1 0

0 ei
π
2

]
. (2.152)

The probe beam was defined as the lab frame of (x∗, y∗). The π/4 in Jones matrix of a quarter-wave

plate indicates the oriented angle between the x∗ direction and the slow axis of a quarter-wave plate.

Equation (2.151) can be fully calculated as

E =

(
A(θ, ΓTHz) cosϕ+B(θ, ΓTHz) sinϕ

C(θ, ΓTHz) cosϕ+D(θ,ΓTHz) sinϕ

)
=

(
Ex∗

Ey∗

)
, (2.153)

where each coefficient is denoted as A, B, C, and D, yielding

A(θ, ΓTHz) = (1/2− i/2) cos θ sin θ + (1/2 + i/2) cos2 θ

+ (1/2 + i/2) eiΓTHz sin2 θ − (1/2− i/2)eiΓTHz cos θ sin θ,

B(θ, ΓTHz) = (1/2 + i/2) cos θ sin θ + (1/2− i/2) sin2 θ

+ (1/2− i/2)eiΓTHz cos2 θ − (1/2 + i/2)eiΓTHz cos θ sin θ,

(2.154)

C(θ, ΓTHz) = (1/2 + i/2) cos θ sin θ + (1/2− i/2) cos2 θ

+ (1/2− i/2)eiΓTHz sin2 θ − (1/2 + i/2)eiΓTHz cos θ sin θ,

D(θ, ΓTHz) = (1/2− i/2) cos θ sin θ + (1/2 + i/2) sin2 θ

+ (1/2 + i/2)eiΓTHz cos2 θ − (1/2− i/2)eiΓTHz cos θ sin θ.

(2.155)
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The elliptically polarized beam through a quarter-wave plate is separated into two orthogonal components

by a polarization beam splitter (PBS) such as a Wollaston prism or a Rochon prism. The intensity

difference ∆I of the polarization components 19 of the transmitted probe beam through a PBS can

therefore be written as [21]

∆I = |Ex∗ |2 − |Ey∗ |2 = Ip sin ΓTHz sin
[
2(ϕ− θ)

]
, (2.157)

where Ip is the intensity of the probe beam and equals |Ep|2. The calculation processes for Eq. (2.153)

obtained by Eq. (2.151) and Eq. (2.157) obtained by Eq. (2.153) with Eqs. (2.154) and (2.155) are fully

described by a Matlab code in the last part of this section A.11.

When the phase retardation ΓTHz in Eq. (2.150) induced by THz waves is small, then Eq. (2.157)

is approximately reduced as

∆I = Ip sin
{

2(ϕ− θ)
}

sin ΓTHz ' Ip sin
{

2(ϕ− θ)
}

ΓTHz

= Ip
wn3ETHzr41L

2c
sin
{

2(ϕ− θ)
}[

cosα (sin2 θ − cos2 θ) + 2 cos(α+ 2θ)
]
,

(2.158)

where the last two terms can be simplified using a relation (2.138) following as

sin
{

2(ϕ− θ)
}[

cosα (sin2 θ − cos2 θ) + 2 cos(α+ 2θ)
]

= sin
{

2(ϕ− θ)
}[
− cosα cos 2θ + 2 cos(α+ 2θ)

]
= sin

{
2(ϕ− θ)

}(
cosα cos 2θ − 2 sinα sin 2θ

)
=
(

sin 2ϕ cos 2θ − cos 2ϕ sin 2θ
)(

cosα cos 2θ − 2 sinα sin 2θ
)

19

∆I = |Ex∗ |2 − |Ey∗ |2

= Ip
[
2 cosϕ cos4 θ sin ΓTHz sinϕ− 2 cosϕ sin ΓTHz sinϕ sin4 θ

− 2 cos2 ϕ cos θ sin ΓTHz sin3 θ − 2 cos2 ϕ cos3 θ sin ΓTHz sin θ

+ 2 cos θ sin ΓTHz sin2 ϕ sin3 θ + 2 cos3 θ sin ΓTHz sin2 ϕ sin θ
]

= Ip sin ΓTHz

[
2 cosϕ cos4 θ sinϕ− 2 cosϕ sinϕ sin4 θ

− 2 cos2 ϕ cos θ sin3 θ − 2 cos2 ϕ cos3 θ sin θ + 2 cos θ sin2 ϕ sin3 θ + 2 cos3 θ sin2 ϕ sin θ
]

= Ip sin ΓTHz

[
2 cosϕ sinϕ

{
cos2 θ(1− sin2 θ)− sin2 θ(1− cos2 θ)

}
− 2 cos2 ϕ cos θ sin θ

{
sin2 θ + cos2 θ

}
+ 2 cos θ sinϕ sin θ

{
sinϕ sin2 θ + cos2 θ sinϕ

}]
= Ip sin ΓTHz

[
2 cosϕ sinϕ

{
cos2 θ − cos2 θ sin2 θ − sin2 θ + sin2 θ cos2 θ

}
− 2 cos2 ϕ cos θ sin θ + 2 cos θ sinϕ sin θ

{
sinϕ (1− cos2 θ) + cos2 θ sinϕ

}]
= Ip sin ΓTHz

[
2 cosϕ sinϕ

{
cos2 θ − sin2 θ

}
− 2 cos2 ϕ cos θ sin θ

+ 2 cos θ sinϕ sin θ
{

sinϕ− sinϕ cos2 θ + cos2 θ sinϕ
}]

= Ip sin ΓTHz

[
2 cosϕ sinϕ cos 2θ − 2 cos2 ϕ cos θ sin θ + 2 cos θ sin2 ϕ sin θ

]
= Ip sin ΓTHz

[
sin 2ϕ cos 2θ − 2 cos θ sin θ (cos2 ϕ− sin2 ϕ)

]
= Ip sin ΓTHz

[
sin 2ϕ cos 2θ − cos 2ϕ sin 2θ

]
= Ip sin ΓTHz sin(2ϕ− 2θ). (2.156)
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= cosα cos2 2θ sin 2ϕ− cosα sin 2θ︸ ︷︷ ︸
−2 sinα cos 2θ

cos 2θ cos 2ϕ

+ (−2) sinα cos 2θ︸ ︷︷ ︸
cosα sin 2θ

sin 2θ sin 2ϕ+ 2 sinα sin2 2θ cos 2ϕ

= cosα cos2 2θ sin 2ϕ+ 2 sinα cos 2ϕ cos2 2θ + cosα sin 2ϕ sin2 2θ + 2 sinα sin2 2θ cos 2ϕ

=
(

cosα sin 2ϕ+ 2 sinα cos 2ϕ
)

cos2 2θ +
(

cosα sin 2ϕ+ 2 sinα cos 2ϕ
)

sin2 2θ

=
(

cosα sin 2ϕ+ 2 sinα cos 2ϕ
)(

cos2 2θ + sin2 2θ
)

= cosα sin 2ϕ+ 2 sinα cos 2ϕ. (2.159)

Therefore we obtain the intensity difference ∆I as a function of two polarization angles of α for THz

waves and ϕ for probe beams with respect to (001) given as [21]

∆I(α, ϕ) = Ip
wn3ETHzr41L

2c

(
cosα sin 2ϕ+ 2 sinα cos 2ϕ

)
, (2.160)

where we find that the THz waves is proportional to the intensity difference ∆I.

It is concluded that the polarization of the probe beam is changed by THz waves and the whole THz

waveform in time-domain is measured by a balanced detection of the transmitted probe beam through

PBS, a quarter-wave plate, and ZnTe by varying the time delay between probe beam and THz waves

shown in Fig. 2.2.

Figure.2.14 describes the whole THz detection processes. In section A.6.2, the brief process of EO

sampling with (110) ZnTe as well as (100) ZnTe is shown. The balanced detection was carried out using

a Lock-in amplifier, which is explained in Appendix B.1.
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Figure 2.14: Schematic diagram of a typical setup for free-space EO detection. The polarization of the
probe beam does not changed without THz waves. The polarization of the probe, however, is changed by
birefringence in ZnTe induced by THz waves. By sweeping in time-domain using time-delay, the whole
THz waveform can be measured. QWP and WP indicate a quarter-wave plate and a Wollaston prism,
respectively.
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2.5.7 Electro-optic detection : Probing the index ellipsoid induced from lin-

ear polarized probe beam

P

Analyzer

ITO
ZnTe

Figure 2.15: The electro-optic detection using crossed polarizers.

Recall that ZnTe is a member of 4̄3m in the point group, is a cubic crystal in crystal system, and

isotropic in terms of optical symmetry [19]. ZnTe has no intrinsic birefringence since ZnTe is optically

isotropic and it must be remembered that the birefringence in ZnTe is induced by the external electric

field.

The transmitted probe beam through a ZnTe and crossed polarizers can be written by the Jones

matrix given as

E = Ep

[
0 0

0 1

]
︸ ︷︷ ︸
Analyzer

R(−θ)J(ΓTHz)R(θ)︸ ︷︷ ︸
ZnTe

(
1

0

)
︸︷︷ ︸
EProbe

= Ep

(
0

cos θ sin θ − eiΓTHz cos θ sin θ

)
,

(2.161)

where the polarization of the incident wave has a linear polarization in the direction of x∗ axis of the

lab frame for sake of simplicity. The corresponding Jones matrix of an analyzer is shown in Eq. (2.161).

Then the intensity from a photodiode becomes20

I = |E|2 = 2 Ip cos2 θ sin2 θ (1− cos ΓTHz)

= Ip cos2 θ sin2 θ sin2

(
ΓTHz

2

)
,

(2.163)

where Ip is the intensity of the probe beam which equals |Ep|2. Using Eq. (2.138), the above equation is

slightly changed into

I = Ip

[
tan−1(2 tan α)

]
sin2

(
ΓTHz

2

)
, (2.164)

20

|1− eiΓTHz |2 = (1− e−iΓTHz )(1− eiΓTHz ) = 2− 2
eiΓTHz + e−iΓTHz

2
= 2(1− cos ΓTHz). (2.162)
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which is then a function of the polarization of the THz waves with respect to the x∗-axis of the lab frame.

Provided ΓTHz � 1, Eq. (2.164) shows that the intensity is proportional to Γ2
THz, and not to ΓTHz.

Recall that ΓTHz is proportional to ETHz. Thus, Eq. (2.164) implies that the intensity is proportional

to the square of the THz electric field (E2
THz). However, it has been confirmed experimentally and

theoretically that it is possible to measure the THz time-domain waveform in the crossed polarizer

geometry [25].

The key point in measuring THz waveforms in this geometry is that the crossed polarizers cannot

eliminate the background light perfectly. The major contributor of the background light is the probe beam

since the polarization of the linear polarized probe beam is a bit rotated due to the residue birefringence

in ZnTe by the probe beam itself such that the polarization of the probe beam through ZnTe has become

slightly elliptically polarized (i.e. imperfectly linear polarized). Here, the residue birefringence, or called

as the optical bias, means birefringence by the higher order terms of optical susceptibilities χ than χ(1)

of ZnTe induced by the probe beam [26]. Thus, the higher order term χ(j) means χ(2) or χ(3) of ZnTe

induced by the probe beam [26].

For this reason, the analyzer cannot completely get rid of the polarization component of the trans-

mitted probe beam. Suppose that η is the contribution by the scattering light in ZnTe and Γob is the

optical bias in ZnTe induced by the imperfectly linear polarized probe beam (shortly called as “back-

ground light”). Then the total phase retardation in ZnTe by the probe beam and THz waves can be

represented as the Jones matrix given by[
1 0

0 eiΓTHz

]
→

[
1 0

0 ei(Γob+ΓTHz)

]
. (2.165)

From Eq. (2.161) and the substitution ΓTHz → Γob + ΓTHz, all the detection processes in this geometry

can be written as [25]

I = Ip

[
η + sin2

(
Γob + ΓTHz

)]
, (2.166)

where the phase term of η is neglected since the scattering has a random phase and two phase retardations

are twice for sake of simplicity.

The optical bias induced by the probe beam is sufficiently larger than the phase retardation induced

by THz waves, however, the optical bias is much smaller than 1 since ZnTe has no intrinsic birefringence

except the optical bias. Therefore, Eq. (2.166) for ΓTHz � Γob is calculated as21

I = Ip

[
η + Γ2

ob + 2 Γob ΓTHz

]
. (2.168)

According to Eq. (2.168) and ΓTHz ∝ ETHz, the intensity measured by a photodiode attached to a lock-

in amplifier is proportional to THz waves since the optical bias induced by the probe beam is nearly

constant. Thus, THz waves can consequently be measured to have nearly the same THz signal waveform

measured by the method described in section 2.5.6.

21For ΓTHz � Γob, let’s a = Γob and b = ΓTHz. Then

sin2
(

Γob + ΓTHz

)
= sin2 X =

(
X −

X3

3!
+ · · ·

)(
X −

X3

3!
+ · · ·

)
= X2 −

X4

3!
−
X4

3!
+ · · · ' X2

=

[
a
(

1 +
b

a

)]2

' a2
(

1 +
2b

a

)
= a2 + 2ab = Γ2

ob + 2 Γob ΓTHz. (2.167)
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We considered the scattering contribution η and the optical bias Γob to explain EO detection in

the crossed polarizers geometry. It is again needed to take into account the EO detection method in

section 2.5.6 by considering the two terms, η and Γob. This part is discussed in section A.7.

2.6 Spectral components from time-domain THz waveform

0 Time (t)

0 Frequency (ν)

(a)

(b)

Figure 2.16: Simple schematic representation by Fourier transformation.

Let’s consider that sub-cycle THz waveform Ẽ(t) measured by the EO sampling is recorded within

a T time window with a time step t. Corresponding to Eq. (2.6), the spectral amplitude and phase

information from the THz signal can be obtained by applying the Fourier transform to the time-domain

THz signal given by

Ẽ(ω) =

∫ ∞
−∞

dt Ẽ(t) eiωt = A(ω) eiφ(ω), (2.169)

where the spectral amplitude and phase are denoted as A and φ, respectively.

At the same time, we should take into account the frequency-domain axis corresponding to the

measured time window as in Fig. 2.16(a). By the definition of the Fourier transform, the corresponding

frequency range is from − 1
2t to 1

2t with a frequency resolution of 1/T as shown in Fig. 2.16(b). In Matlab,

we can easily define the frequency domain as follows.

% Let the matrix of time−domain be time. Then

f=fft(signal); % Apply the Fourier transform to data.

freq=transpose( (1/ (time(2)−time(1)) ) ∗ ( 0:length(f)−1 ) / length(f) ); % Frequency axis!

% freq number of matrix = (n/2−1−0)+1=n/2

% If length(time) is even number, then frequency axis is defined by

% freq=(1/(time(2)−time(1)))∗(−length(f)/2:length(f)/2−1)/length(f);

% If length(time) is odd number, then frequency axis is defined by

% freq=(1/(time(2)−time(1)))∗( −(length(f)−1)/2 : (length(f)−1)/2 )/length(f);
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2.7 Summary

The generation and detection methods of THz waves were discussed in the previous sections. Fig-

ure 2.17 shows a THz-TDS setup in a linear configuration composed of 4 Teflon THz lenses whose focal

lengths are 100 mm. The THz waves are generated by PCA as shown in Fig. 2.17 and are then measured

by probe beams. The PCA is biased using a step function signal generated from a 65 kHz function

generator with dc voltages of 30 V (TOELLNER TOE 7704). In the detection processes, a THz pulse

and a probe laser pulse should be co-propagated and merged at (110) ZnTe having a thickness of 2 mm

[n-type, high-resistivity ≥ 106 Ω/cm (un-doped)]. We used an indium tin oxide (ITO) coated glass with

thickness of 1 mm to co-propagate the two pulses. It is to note that an ITO glass reflects THz waves

and transmits the probe beam. A silicon (Si) wafer or a Pellicle beam splitter (PBS) can also be an

alternative to the ITO glass. Si and PBS, however, reflects the probe beam and transmits THz waves.

THz waves detected by the EO detection method are measured with a Lock-in amplifier, which is

further explained in section B.1. The Lock-in amplifier was used to record the photo currents from the

two photodiodes (or one photodiode). The reference signal of the Lock-in amplifier was locked to a step

function signal provided by a 65 kHz function generator.

Figure 2.18 shows the two constructed two THz-TDS setups. One is a THz-TDS in a linear con-

figuration composed of 4 Teflon lenses whose focal lengths are 100 mm. The other is a conventional

THz-TDS comprised of 4 off-axis parabolic mirrors. A pair of the parabolic mirrors with focal lengths

150 mm were used to focus THz waves at the focal plane. The whole THz-TDS setup is purged with

dry air to reduce the absorption by water vapor in the THz frequency range. The pressure of the dry air

ZnTe

ZnTe

P

PCA

fs laser

λ/4

Lock-in

Amp

Function

generator

Teflon

Lens

X

Y
Zλ

/4

Lock-in

Amp

ITO

Pellicle

mirror

or

Silicon

substrate

Figure 2.17: The THz-TDS setup of in a linear configuration. There are two ways to co-propagate the
THz waves and probe beam to ZnTe. One is to use an ITO wafer to reflect THz waves. The other is to
use a Pellicle beam splitter or silicon substrate to reflect the probe beam. The PCA is biased by using
a step function signal generated from a 65 kHz function generator with 30 V dc voltages (TOELLNER
TOE 7704). The Lock-in amplifier was used to record the photo currents from the two photodiodes (or
one photodiode). The reference signal of the Lock-in amplifier was locked to a step function signal
provided by the 65 kHz function generator.
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(a)

THz-TDS

system 1

THz-TDS system 2

fs-laser
(b)

focal plane

THz-TDS system 2

Sample

(c) (d) (e)
Sample

Figure 2.18: The constructed THz-TDS using (a) 4 Teflon lenses and (b) 4 parabolic mirrors, respectively.
(c) The whole THz-TDS setup is purged with dry air to reduce the absorption by water vapor in the
THz frequency range. (d) Enlarged sample section of THz-TDS in a linear configuration. (e) THz-TDS
setup purged with acylic box.

was in a range between 3 MPa to 4 MPa.
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Chapter 3. Data analysis

3.1 Extraction of the complex refractive index

Let’s consider that a plane wave Ei(ω) with angular frequency of ω propagates through the sample

in the z direction at normal incidence as shown in Fig. 3.1. A primary ray is partially transmitted and

partially reflected between the front side and the other side of the sample [27]. By multiple reflection,

the successive internally reflected and transmitted rays can be represented respectively as

Ei t̃12, Ei t̃12 r̃21, Ei t̃12 r̃
2
21, Ei t̃12 r̃

3
21, · · · (3.1)

and

Ei t̃12 t̃21, Ei t̃12 r̃
2
21 t̃21, Ei t̃12 r̃

4
21 t̃21, · · · , (3.2)

where t̃ij and r̃ij are the Fresnel coefficients from medium i to medium j given by

t̃ij =
2ñi

(ñi + ñj)
, r̃ij =

ñj − ñi
ñj + ñi

, (3.3)

where ñj is the complex refractive index of the j-th medium defined by

ñj(ω) = nj(ω) + iκj(ω). (3.4)

1 12

Figure 3.1: The reflected rays are represented with the tilted angles for sake of clarity. Ei, Eti , and Er are
the initial wave, the successive transmitted waves, and the reference wave, respectively. By designating
medium 1 as air and medium 2 as the sample, the transmission and reflection Fresnel coefficients are
represented as t12 and r12, respectively. The transmission of transmitted waves through the sample is
determined at point P .
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In general, the refractive index is the real part of ñj and the extinction coefficient denoted by α can be

obtained from the imaginary part of ñj (κ = κ2 = κs) given by 1

α(ω) =
2 ω

c
κ(ω). (3.7)

The consequent phenomenon caused by the multiple reflection within the slab is called as the Fabry-Pérot

effect.

Designating subscripts for reference (air) and sample as 1 = a and 2 = s, respectively, the successive

transmitted rays Ẽti are explicitly expressed in terms of the Fresnel coefficients and the phase term as

Ẽt1 = t̃12 t̃21 Ei e
ikñsl

Ẽt2 = t̃12 r̃
2
21 t̃21 Ei e

ikñs3l

Ẽt3 = t̃12 r̃
4
21 t̃21 Ei e

ikñs5l,

...

(3.8)

where the sequence l, 3l, 5l, · · · in the optical path length term of ñs l represents subsequent back and

forth reflection and k = c/ω. Then the total transmitted waves Ẽs through a sample can be written by

the sum of the whole successive transmitted terms in the form

Ẽs = t̃12 t̃21 Ei e
ikñsl + t̃12 r̃

2
21 t̃21 Ei e

ikñs3l + t̃12 r̃
4
21 t̃21 Ei e

ikñs5l + · · ·

= t̃12 t̃21 Ei e
ikñsl

[
1 + r̃2

21 e
ikñs2l + r̃4

21 e
ikñs4l + · · ·

]

= t̃12 t̃21 Ei e
ikñsl

{
1 +

δ∑
j=1

[
r̃21 e

ikñsl
]2j}

,

(3.9)

where δ is the number of Etalon waves. On the other hand, the reference wave passing through the

optical path of nal is given by

Ẽr = Ei e
iknal. (3.10)

Therefore the transmission, i.e. the theoretical transfer function H̃ in the presence of a single sample, is

obtained as

H̃(ω) =
Ẽs

Ẽr
= t̃12 t̃21 e

ik(ñs−na)l

{
1 +

δ∑
j=1

[
r̃21 e

ikñsl
]2j}

=
4ñs(ω)na(
ñs(ω) + na

)2 ei
ω
c

[
ñs(ω)−na

]
l

{
1 +

δ∑
j=1

[
ñs(ω)− na
ñs(ω) + na

ei
ω
c ñs(ω)l

]2j}
.

(3.11)

1Consider that the plane wave propagates along the x direction through a medium with a complex refractive index ñ
and thickness of d. If Ẽ0(ω) is the incident wave, the transmitted wave can be written as

Ẽ(ω) = Ẽ0(ω) ei(kd) = Ẽ0(ω) ei
[
ω
c
ñ(ω)d

]
= Ẽ0(ω) e−

ω
c
κd ei

[
ω
c
nd
]
. (3.5)

Then the transmission (T ) is calculated in the form

T =

∣∣∣∣∣ Ẽ(ω)

Ẽ0(ω)

∣∣∣∣∣
2

= e−
2ω
c
κd ≡ e−α(ω)d, (3.6)

where α represents the extinction coefficient defined by Eq. (3.7).
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The transmission of the measured THz waves carried out by THz-TDS can be written in the form

H̃exp(ω) =
Ẽexp
s (ω)

Ẽexp
r (ω)

=
As(ω)

Ar(ω)

eiφs(ω)

eiφr(ω)
≡ ρ(ω) ei∆φ(ω), (3.12)

where ρ = As/Ar is the transmission amplitude and ∆φ = φs − φr is the spectral phase difference. By

comparing Eq. (3.11) and Eq. (3.12), we can extract the optical constants (the refractive index (n) and

the extinction coefficient (α)) without using the Kramers-Kronig relationship. There are many ways to

calculate the optical constant from the theoretical transfer function.

3.1.1 Optical constants for an optically thick sample with low absorption

Provided that the investigated material which is optically thick has a low absorption in the THz

frequency range, κs is sufficiently small compared to ns (κs � ns) and the Fabry-Pérot interference

terms can be neglected due to the optically thick thickness. Then the transfer function Eq. (3.11) is

simplified in the form2

H̃(ω) =
4ns(ω)na(
ns(ω) + na

)2 e−
ω
c κsl ei

ω
c

(
ns(ω)−na

)
l. (3.13)

By comparing the measured transmission Eq. (3.12) and the theoretical transfer function Eq. (3.13),

the refractive index and the extinction coefficient of the sample can be extracted. The measured trans-

mission Eq. (3.12) for a thick sample (i.e. no Etalon signals) is physically equivalent to the theoretical

transfer function Eq. (3.13) given by

H̃(ω) =
4ns(ω)na(
ns(ω) + na

)2 e−
ω
c κs(ω)l ei

ω
c

(
ns(ω)−na

)
l ≡ ρ(ω) ei∆φ(ω), (3.14)

where it shoud be noted that ρ = As/Ar and ∆φ are the experimentally measured transmission amplitude

and the spectral phase difference, respectively. Then the optical constants can be obtained by comparing

the imaginary part as well as the real part of the both sides in Eq. (3.14) as follows:

Im H̃(ω) = ei
ω
c

(
ns(ω)−na

)
l = ei∆φ(ω), (3.15)

which leads to
ω

c

(
ns(ω)− na

)
l = ∆φ(ω), (3.16)

so that we obtain the refractive index as

ns(ω) = na +
c

ωl
∆φ(ω). (3.17)

Next,

Re H̃(ω) =
4ns(ω)na(
ns(ω) + na

)2 e−
ω
c κs(ω)l = ρ(ω), (3.18)

2

H̃(ω) =
4ñs(ω)na(
ñs(ω) + na

)2 ei
ω
c

(
ñs(ω)−na

)
l '

4ns(ω)na(
ns(ω) + na

)2 ei
ω
c

(
ñs(ω)−na

)
l

=
4ns(ω)na(
ns(ω) + na

)2 e−
ω
c
κsl ei

ω
c

(
ns(ω)−na

)
l.
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which implies that

κs(ω) = − c

ωl
ln

[
ρ(ω)

(
ns(ω) + na

)2
4ns(ω)na

]
. (3.19)

Furthermore, the extinction coefficient is expressed as3

α(ω) =
2ω

c
κs(ω) = −2

l
ln

[
ρ(ω)

(
ns(ω) + na

)2
4ns(ω)na

]
. (3.21)

As a result, the refractive index and the extinction coefficient of the sample are obtained as Eqs. (3.17)

and (3.21), respectively.

3.1.2 Optical constants of two identical samples with different thicknesses

The Fresnel coefficient term 4nsna/(ns + na)2 in Eq. (3.11) can be eliminated provided that there

are two identical samples with different thicknesses (d1, d2). When d2 is large compared to d1, the

successive transmitted electric fields at point P shown in Fig. 3.2 can be expressed as

Ẽt1(ω) = t̃12 t̃21 Ei e
ik
[
ñsd1+na(d2−d1)

]
, (3.22)

Ẽt2(ω) = t̃12 t̃21 Ei e
ikñsd2 , (3.23)

where the interference terms caused by the Fabry-Pérot effect can be neglected in case of the optically

thick thickness. The phase term na(d2 − d1) is included in Ẽt1 in Eq. (3.22) since the transmitted wave

through a sample with thickness of d1 is in phase at point P with respect to Ẽt2 . From the transmitted

waves, the relative transfer function can be written as

H̃theory(ω) =
Ẽt2(ω)

Ẽt1(ω)
=

eikñsd2

eik
[
ñsd1+na(d2−d1)

] = ei
ω
c (ñs−na)(d2−d1)

= e−
ω
c κs(d2−d1)ei

ω
c (ns−na)(d2−d1)

(3.24)

1=air
2=sample

Figure 3.2: The diagram of transmitted waves through two identical samples with different thickness.
The relative transmission of transmitted waves through two samples is determined at point P .

3

α(ω) =
2ω

c
κs(ω) = −

2ω

c
×

c

ωl
ln

[
ρ(ω)

(
ns(ω) + na

)2
4ns(ω)na

]
= −

2

l
ln

[
ρ(ω)

(
ns(ω) + na

)2
4ns(ω)na

]
. (3.20)
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which implies that

H̃theory(ω) ≡
Ẽexp

t2 (ω)

Ẽexp
t1 (ω)

=
At2(ω)eiφt2 (ω)

At1(ω)eiφt1
(ω)

, (3.25)

where Atj and eiφtj are the spectral amplitude and phase corresponding to the experimentally measured

THz waveform Ẽexp
tj , respectively. We find by comparing the imaginary part as well as the real part of

the both sides in Eq (3.25) that

Im H̃theory(ω) = ei
ω
c (ns−na)(d2−d1) = ei(φt2

−φt1
), (3.26)

Re H̃theory(ω) = e−
ω
c κs(d2−d1) =

At2

At1

, (3.27)

so that we obtain

ns(ω) = na +
c

ω(d2 − d1)
∆φ, (3.28)

κs(ω) = − c

ω(d2 − d1)
ln

(
At2

At1

)
, (3.29)

where ∆φ = φt2 − φt1 is the spectral phase difference between the two sample THz signals. A reference

paper [28] would be a help to understand.

3.1.3 Numerical calculation: The fixed-point iteration method

The fixed-point iteration method is one of numerical methods to obtain the complex refractive index

in the THz frequency range [29,30]. In this section, we only consider the situation for a sample with an

optically thick thickness for sake of simplicity.

We now recall from Eq. (3.11) the expression for the transfer function with δ = 0, yielding

H̃(ω) =
4ñs(ω)na(
ñs(ω) + na

)2 ei
ω
c

[
ñs(ω)−na

]
l. (3.30)

By taking the Fresnel coefficient to have the form

ϕ ≡ 4ñs(ω)na
(ñs(ω) + na)2

= reiθ, (3.31)

the transfer function becomes

H̃(ω) = reiθe−
ω
c κslei

ω
c (ns(ω)−na)l, (3.32)

which implies that

H̃(ω) = ρ(ω)ei∆φ(ω), (3.33)

where ρ = As/Ar is the transmission amplitude and ∆φ = φs − φr is the spectral phase difference

obtained by the measurement. We then find by comparing the real and imaginary parts of Eq. (3.33)

that

∆φ(ω) =
ω

c
(ns(ω)− na)l + θ, ρ(ω) = re−

ω
c κsl. (3.34)

The Fresnel coefficient can be rigorously expressed by taking ñs = ns + iκs = r1e
iφ1 and ñs + na =
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ns + na + iκs = r2e
iφ2 as

ϕ =
4nar1e

iφ1

r2
2e
i2φ2

= 4na
r1

r2
2

ei(φ1−2φ2). (3.35)

By comparing the real and imaginary parts of this equation, we obtain

arg ϕ = φ1 − 2φ2 = θ, (3.36)

|ϕ| = 4na
r1

r2
2

= r, (3.37)

which lead to

θ = tan−1

(
κs
ns

)
− 2 tan−1

(
κs

ns + na

)
, (3.38)

r =
4na

√
n2
s + κ2

s

(ns + na)2 + κ2
s

. (3.39)

Therefore, we find by substituting Eqs. (3.38) and (3.39) into Eqs. (3.34) that the the complex refractive

index can be expressed as [31]

ns(ω) = na +
c

ωl

[
∆φ(ω)− tan−1

(
κs(ω)

ns(ω)

)
+ 2 tan−1

(
κs(ω)

ns(ω) + na

)]
, (3.40)

κs(ω) = − c

ωl

[
ln ρ(ω)− ln

(
4na

√
n2
s + κ2

s

(ns + na)2 + κ2
s

)]
. (3.41)

From these equations, we can see that ns and κs are strongly coupled to each other. Since ns and κs

generally cannot be expressed separately, the numerical method should be considered when we obtain

the complex refractive index.

When the Fresnel coefficient t̃ij is considered as 1, we find from Eqs. (3.40) and (3.41) that the

complex refractive index becomes

ns(ω) ≡ n0(ω) = na +
c

ωl
∆φ(ω), κs(ω) ≡ κ0(ω) = − c

ωl
ln ρ(ω), (3.42)

where these parameters are considered as the initial values of this method. Note that Eqs. (3.40) and

(3.41) can be expressed in terms of generating functions as

ns(ω) = g1(ns, κs), κs(ω) = g2(ns, κs). (3.43)

Using the initial values in Eq. (3.42), the complex refractive index denoted by n1 and κ1 can be obtained

for a fixed κ0 and n0, respectively, as follows: By succeeding iterations given by

g1(n0, κ0) = n1, g2(n0, κ0) = κ1,

g1(n1, κ0) = n2, g2(n0, κ1) = κ2,

g1(n2, κ0) = n3, g2(n0, κ2) = κ3,

...
...

g1(nj , κ0) = ns(κ0) ≡ n′1, g2(n0, κj) = κs(n0) ≡ κ′1, (3.44)

we obtain n′1 for a fixed κ0 and κ′1 for a fixed n0. Next, n′2 for a fixed κ′1 and κ′2 for a fixed n′1 can be
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obtained by the same iteration method. We thus obtain the final complex refractive index by repeating

the iteration. The fixed-point iteration method is described in more detail in Ref. [29, 30].

3.1.4 Examples: optical constants of dolomite stone and Teflon
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Figure 3.3: (a) Measured time-domain THz waveforms with and without a sample. The THz waves
through a sample are time-delayed from the reference peak as much as ∆t. Note that there is an
earlier pulse than the main THz signal near 55 ps, which comes from the reflected optical probe beam.
(b) Amplitude spectrums and (c) phase information of reference and sample THz signals after Fourier
transformation. Here the sample is dolomite stone with a thickness of 8.31 mm.

Figure 3.3(a) shows the measured time-domain THz waveforms with and without a sample. When

the sample is placed in the optical path, the total optical path becomes longer so that the THz waves

through the sample are time-delayed from the reference peak as much as4

∆t =
∆nd

c
, (3.47)

where c is the speed of light, d is the thickness of the sample, and ∆n = ns − na. Note that there is an

earlier pulse than the main THz signal through the sample (red solid line) near 55 ps, which comes from

the reflected optical probe beam. This is described in section A.9 in detail.

By applying Fourier transformation to the reference and sample THz waveforms, the spectral am-

plitude s and phase information are simultaneously obtained as shown in Fig. 3.3(b) and (c). Here, the

4When t1 is time at point P of a reference wave and t2 is time at point P of a transmitted wave through a sample as
shown in Fig. 3.1, the refractive index ns can be roughly obtained, giving

nsd = c t2
− nad = c t1

(ns − na)d=c(t2 − t1),
(3.45)

which implies that

ns = na +
c

d
(t2 − t1), (3.46)

which leads to Eq. (3.47).
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Figure 3.4: The extracted refractive index (red solid line) and the extinction coefficient (black dotted
line) of (a) dolomite and (b) Teflon.

phase term at zero frequency measured by THz-TDS must be zero [32]. Using matlab, the unwrapped

phase can be corrected by the translational symmetry.

Figure 3.4 shows the refractive index and the extinction coefficient of dolomite and Teflon measured

by THz-TDS in a transmission configuration.

3.2 Dynamic range in TDS transmission spectroscopy

In principle, αmax(ω) at each frequency component can be obtained when the spectral amplitude in

the presence of a sample As(ω) is attenuated to the noise level [33]. From Eq. (3.19), the expected maxi-

mum extinction coefficient αmax(ω) measured by THz-TDS in a transmission configuration becomes [33]

αmax(ω) =
2

l
ln

{
DR(ω)

4 ns(ω) na[
ns(ω) + na

]2
}
, (3.48)

where the dynamic range DR(ω) i.e. the measurable range is given as [33]

DR(ω) =
Ar(ω)

Noise
. (3.49)

Figure 3.5 shows the dynamic range of dolomite and Teflon measured by the transmission THz-
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Figure 3.5: The dynamic range of (a) dolomite and (b) Teflon measured by the transmission THz-
TDS. The gray and red shaded areas represent the αmax(ω) and α(ω) of each sample, respectively. The
measurement ranges for (a) and (b) are valid for frequencies below 1 THz and 1.5 THz by comparing
the two curves, respectively.
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TDS. The gray and red shaded areas represent the αmax(ω) and α(ω) of each sample, respectively.

Comparing the two curves, we can see from Fig. 3.5(b) that the measurement range by THz-TDS is valid

for frequencies below 1.5 THz.

3.3 Dielectric constant and complex refractive index

From the electromagnetic theory [7, 12], the speed of light is defined as5

c = v n =
1

√
ε0µ0

, (3.50)

where v is the phase velocity and n is the index of refraction. Then the refractive index can be explicitly

written by a complex variable in terms of the electric permittivity (ε) and the magnetic permeability (µ)

given by

ñ2 =
c2

ṽ2
=

ε̃ µ

ε0µ0
=

ε̃

ε0
, (3.51)

where µ = µ0 for a non-magnetic material. The term ε̃/ε0 = 1 + χ, where χ is the electric susceptibility,

is called the dimensionless dielectric constant or the relative dielectric constant or the dielectric constant

for simplicity [7, 12]. The complex refractive index is generally represented by

ñ = n+ iκ, (3.52)

where n and κ are the real and imaginary parts of ñ. According to Eq. (3.51) and Eq. (3.52), the

dielectric constant can be obtained by

ñ2 = (n+ iκ)2 = (n2 − κ2) + i 2nκ = εr + i εi =
ε̃

ε0
, (3.53)

where

εr = Re

[
ε̃

ε0

]
, εi = Im

[
ε̃

ε0

]
. (3.54)

5The relation in Eq. (3.50) is detailed explained in Griffiths [13] pp. 375–376, and 382–383, Yariv [19] pp. 10–11.
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Chapter 4. THz spectroscopy of natural mineral compounds

4.1 THz spectroscopy of natural stones and its application

Terahertz (THz) time-domain spectroscopy probes the optical properties of the naturally occurring

solid aggregates of minerals, or stones, in THz frequency range. Refractive index and extinction coeffi-

cient measurement reveals that most natural stones including mudstone, sandstone, granite, tuff, gneiss,

diorite, slate, marble, and dolomite are fairly transparent in the THz frequency domain. Dolomite in

particular has nearly a uniform refractive index of 2.7 over the broad frequency range from 0.1 to 1

THz. The high index of refraction allows flexibility in lens design with a shorter accessible focal length

or a thinner lens with a given focal length. Good agreement between the experiment and calculation in

the THz beam profile confirms that dolomite has high homogeneity as a lens material, suggesting the

possibility of using natural stones for THz optical elements.

4.1.1 Introduction

Science and technology on THz frequency waves has become one of the most active areas of research

during the past two decades [3]. The THz frequency waves are located in the frequency ranges from 0.1–

10 THz (30–3000 µm in wavelength) between microwave and far-infrared (FIR) electromagnetic waves.

Various research in the THz frequency range have become possible through the development of the gen-

eration and detection methods as well as spectroscopic methods with these waves. In contrast to the

measurements with other light sources such as X-ray or FIR waves, one of the important aspects of THz

waves used for material characterization application is the direct field amplitude measurement using THz

time-domain spectroscopy (THz-TDS). Both the spectral amplitude and phase information of a sample

can be obtained simultaneously through the THz-TDS, without resorting to a complex analysis [34]. Pre-

vious studies demonstrated the powerful spectroscopic capability of THz-TDS in characterizing many

materials including polymers [35], explosive materials [36], solid-state materials [37, 38], chemical com-

pounds in liquid [39], ions [40], biomaterials [41], and even the material phase transitions [42].

Recently, there have been enormous efforts devoted to fabricate THz optical components [43–50].

Among the THz components, lenses and off-axis parabolic mirrors play a crucial role in THz-TDS

systems since they are the basic optical elements in focusing and collimating THz waves. For example,

planoconvex lenses are commonly used in a THz-TDS system of a linear configuration [43]. The lenses

operating in the THz frequency range are fabricated of various materials: high resistive silicon [44,

45], polytetrafluoroethylene (PTFE, Teflon) [35, 44–46], high-density polyethylene (HDPE) [35, 43, 46],

TPX [45], TOPAS [45,46], Zeonex [47], Picarin [48], micropowders [49], and polymeric compounds [50].

Special lenses such as the off-axis metallic diffractive lens [51], the diffractive paper lens [52], the variable-

focus lens using the medical white oil [53] and the THz Brewster lens [54] have been recently reported.

Here we demonstrate a THz lens made out of natural dolomite stone. For this, we first investigate

various natural stones using THz-TDS to determine their optical constants such as the refractive index

and the absorption coefficient. Despite the optical constants of a limited set of stones were previously

studied in the THz frequency range [55–57], most stones from nature yet needed to be studied. In this

study, we investigate mudstone, sandstone, tuff, diorite, marble, granite, gneiss, slate, and dolomite.
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While these stones are opaque in the optical frequency range, this study reveals that most of them are

mostly transparent in the frequency ranges from 0.2 to 1 THz. Some natural stones, in particular the

dolomite, exhibit a rather flat and high index of refraction throughout the measured THz frequency

range. Materials with a higher refractive index allow the lens fabrication with more flexibility in lens

fabrication suggesting that the dolomite can be considered as a material for THz lens fabrication.

The contents in this paper are listed as follows. After the THz transmission measurement of natural

stones in a conventional THz-TDS setup is described, the extraction process of the complex refractive

index from the investigated stones is explained. The fabrication procedure of a THz lens using dolomite

is then explained. Lastly, focused intensity profile measurements of the fabricated dolomite lens with

respect to selected frequencies are presented.

4.1.2 Measurement of optical constants of natural stones

4.1.2.1 Experimental procedure

To measure the refractive index and the extinction coefficient of various natural stones, a con-

ventional THz-TDS setup was used [38]. THz waves were generated from a large-area photoconductive

antenna (PCA) [58] illuminated by ultrafast optical pulses that were temporally 100 fs short, wavelength-

centered at 840 nm, and produced from a mode-locked Ti:sapphire laser oscillator operating at 80 MHz

repetition rate. When a THz pulse guided by four off-axis parabolic mirrors propagated through a sample

located at the focus, another ultrafast optical pulse splitted off before the PCA and time-delayed by a

linear translation stage probed the electric field profile of the THz wave as a function of the time delay

via optical gating [45]. The temporal THz signals with and without the sample were separately measured

via electro-optic (EO) sampling [21, 59], where the polarization rotation of the probe pulse through a

(110)-oriented ZnTe EO crystal with thickness of 2 mm was mapped after a quarter-wave plate and a

Wollaston prism by a pair of balanced photodiodes. By varying the time-delay of the probe beam with

respect to the THz pulse, the temporal electric field waveform of the THz pulse was recorded. To obtain

accurate spectral information, we took a long-time window measurement of up to 200 ps which corre-

sponded to a spectral resolution of 5 GHz, with a temporal step size of 100 fs. The whole THz-TDS setup

was purged with dry air to reduce the absorption by water vapor in the THz frequency range [60,61].

4.1.2.2 Retrieval of the refractive index and extinction coefficient

Waveform measurement in THz-TDS allows one to obtain not only the spectral amplitude but also

the spectral phase information by simply applying the Fourier transformation to the time domain signal.

THz-TDS directly measures the electric field while conventional IR spectroscopy such as FT-IR (Fourier

transform IR spectroscopy) measures intensity [27]. The spectral phase information is thus obtained

without resorting to the Kramers-Kronig relationship. The transmitted THz electric field out from the

sample is given as a sum of successive transmitted and reflected electric fields at both sides of the

sample, which is often referred to as the Fabry-Pérot etalon signal. If air and the sample are denoted

by subscripts 1 and 2, respectively, the transmission T̂ (ω) of the sample with a thickness of l, which is

52



separately measured in the experiment, is given by

T̂ (ω) = t21t12 e
iωc (ñs(ω)−na)l

{
1 +

δ∑
j=1

[
r21e

iωc ñs(ω)l
]2j}

= ρ(ω) ei ∆φ(ω)
{
FP (ω)

}
,

(4.1)

where ñs = ns + iκs and na are the complex indices of refraction of the sample and the air, respectively.

Here, δ is the number of echoes of a THz signal, ρ is the transmission amplitude and ∆φ is the spectral

phase difference between THz signals with and without the sample. tij and rij are the Fresnel coefficients

given by tij = 2ñi/(ñi+ ñj), rij = (ñj− ñi)/(ñj+ ñi) and FP (ω) is the Fabry-Pérot term. By comparing

the real and imaginary parts of the right-hand side of Eq. (4.1), the full expression of the complex index
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Figure 4.1: Measured refractive indices and extinction coefficients of stones in the frequency range from
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53



of refraction of the sample becomes

ns = na +
c

ωl

(
∆φ− tan−1 κs

ns
+ 2 tan−1 κs

ns + na

)
κs =

c

ωl

(
log

4na
√
n2
s + κ2

s

(ns + na)2 + κ2
s

− log ρ
)
.

(4.2)

For the retrieval of refractive index and extinction coefficient, we used the fixed-point iteration

method [29, 30], in which the initial values of the complex index of refraction was chosen in the fixed-

point iteration as tij = 1, given by ns = na + c
ωl∆φ, κs = − c

ωl log ρ. From the imaginary part of the

complex refractive index, we can obtain the extinction coefficient as

α(ω) =
2ω

c
κs(ω). (4.3)

The detailed derivation of the transfer function Eq. 4.1 and extraction of the complex refractive index is

explained in 3.1.

4.1.2.3 Optical constants of stones

The optical constants of nine different types of natural stones were measured: slate, gneiss, and

marble in metamorphic rocks, mudstone, sandstone, and dolomite in sedimentary rocks, and granite,

tuff and diorite in igneous rocks [62]. The samples were provided by the Korea Institute of Geoscience

and Mineral Resources (http://www.kigam.re.kr). Figure 4.1 shows the retrieved refractive indices

and the extinction coefficients of the investigated stones, respectively, extracted by the aforementioned

method in Sec. 4.1.2.2. Table 4.1 lists the typical values of the refractive indices n and the extinction

coefficients α, both measured at the frequency of 0.5 THz. The sample thickness that varied from 6.8

to 9.4 mm is also listed. The flat lateral sizes of the stone samples were about 2×2 cm2. All the stones

show rather flat refractive indices and low extinction coefficients of below 20 cm−1 over the measured

frequency range of 0.2–1.2 THz.

Materials n α Thickness

Metamorphic rock
Slate 2.48(3) 10.8(2) 8.65
Gneiss 2.32(5) 6.(4) 9.40
Marble 2.87(6) 5.0(3) 6.81
Sedimentary rock
Mudstone 2.50(4) 13.(2) 8.62
Sandstone 1 2.27(2) 12.8(8) 8.95
Sandstone 2 2.24(1) 9.1(4) 9.22
Dolomite 2.70(5) 4.(1) 8.31
Igneous rock
Granite 2.34(5) 14.(2) 7.48
Tuff 2.30(6) 11.(2) 8.41
Diorite 2.58(2) 12.(2) 8.01

Table 4.1: Refractive indices n, extinction coefficients α (cm−1) and thicknesses (mm) of the investigated
natural stones at 0.5 THz.
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4.1.2.4 Verification of stones using its components

We conducted X-ray diffraction measurements to investigate the relationship between the THz opti-

cal constants and constituent minerals of the rocks whose results are listed in Table 4.2. The investigated

stones show correlation between the refractive index and constituents. The relation between refractive

index and quartz component ratio is clearly shown in Fig. 4.2-(a). The refractive index converges to

2.2 as the ratio of quartz component increases. Extinction coefficients with respect to refractive indices

are shown in Fig. 4.2-(b), where it can be seen that the height (the extinction coefficient) of dolomite

is much shorter than other rocks throughout the measured frequency range. Dolomite also exhibits a

rather flat and high index of refraction.
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Figure 4.2: a) Quartz weight % with respect to refractive index at 0.5 THz. (b) The extinction coefficient
with respect to the refractive index. Each dotted lines represents a guide to the particle sizes of the
rocks [62].

4.1.3 Lens fabrication using dolomite

Dolomite shows low absorption and nearly a uniform refractive index of 2.7 over the measured THz

frequency range. Compared with Teflon whish is widely used for THz lenses, dolomite has a higher index

of refraction (see Table 4.3). Note that a material with a high refractive index allows more flexibility in

designing lenses with shorter accessible focal lengths, or a thinner lens for a given focal length. The index

of refraction of dolomite is equivalent to that of commercial silicon that is used for semi-hemispherical

THz lenses.

A planoconvex lens with dolomite was designed using the lens maker’s formula [27]. When a colli-

mated incident wave is assumed, the radius of curvature is given by

R = (n− 1) f, (4.4)
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(b)(a)

Dolomite

Lens

Figure 4.3: (a) Specification of the fabricated dolomite lens. f = effective focal length, fb = back focal
length, tc = center thickness, te = edge thickness, R = radius curvature. (b) Photo of the fabricated
dolomite lens.

where R, n, and f indicate the radius of curvature, the refractive index of the lens material, and the

expected focal length of the lens, respectively. It is advantageous to use a material satisfying (n− 1) > 1

in Eq. (4.4) since the focal length of the lens is shorter than the radius of curvature, as shown in Fig. 4.3–

(a). A commercial polishing plate with a radius of curvature of R = 16.19 cm was used for the convex

surface, which gave an expected focal length of f = 95.2 mm for dolomite since the refractive index of

dolomite at 0.5 THz was n = 2.70.

Dolomite lens were fabricated using conventional lens making procedures which is described for

example in Ref. [63]. A brief description is given here. First, the bulk dolomite stone is cut into a

hexahedron with a size of 50.2×50.2×5 mm3 using a diamond wheel cutter. The dolomite block is

shaped into a cylindrical blank by cutting the sides with a grinding machine. Both faces are then

grounded into typical lens shapes, where one face is grounded to have a spherical curvature and the

other to have a flat surface. The dolomite blank is rubbed on a rotating polishing plate (a concave

polishing plate having a radius of curvature of 16.19 cm and a flat plate for each faces) covered with

silicon carbide (SiC) micro-powders (300 mesh number) compounded with water until the painted surface

vanished. SiC powders of 600 and 1200 mesh numbers were then sequentially used to smoothly grind

the surfaces. After the grinding process, a polishing film (3M 261X Imperial Lapping film, 3 µm grade)

doped with aluminium oxide (Al2O3) was employed to roughly polish the smoothed surface. Then, fine

polishing was done with a cerium oxide (CeO2) abrasive composed of 1 µm-size powder.

The expected surface quality of the dolomite lens in the THz frequency range was over λ/1000. The

radius of curvature of the dolomite lens was 16.19 cm which is the same as that of the polishing plate.

The thickness of the lens at the center, tc, and at the edge, te, were measured to be 4.1 mm, and 2.1 mm,

respectively. The difference between tc and te is the calculated value (1.958 mm) concerning the radius

of the lens. The expected focal length, f , is estimated to be 95.2 mm, as previously mentioned, and the

back focal length, fb, is 93.1 mm. All the parameters of the lens are graphically shown in Fig. 4.3–(a)

Materials n α Reference

Teflon (PTFE) 1.42 0.178 [35,44–46]
HDPE 1.534 2.172 [35,46]
Dolomite 2.70(5) 4.(1) This work
Silicon 3.41 0.46 [44,45]

Table 4.3: Refractive indices n and extinction coefficients α (cm−1) of dolomite and typical lens materials
at 0.5 THz.
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The THz field was focused on to ZnTe by the fabricated dolomite lens. ITO playing a role as a dichroic
polarization beam splitter reflects the THz field and transmits the probe beam. (c) A temporal THz
amplitude signal measured at the focal point and the corresponding amplitude spectrum after Fourier
transformation.

and the actual photo image of the fabricated lens in Fig. 4.3–(b).

4.1.4 Results and Discussion

The shape of the focused THz field was examined by field profile measurement with a THz-TDS

setup in a linear configuration as depicted in Fig. 4.4–(a). The image of the setup is shown in Fig. 4.4–(b).

In this configuration, the diverging THz wave generated from the PCA was collimated by a Teflon lens

with a focal length of 10 cm, and was focused by the dolomite lens. Then, the THz pulse and the probe

laser pulse were merged by an ITO wafer, and THz signal was detected by the ZnTe crystal. The focal

point of the dolomite lens was determined so that the measured THz signal is maximum by scanning the

spatial amplitude with an XY Z translation stage. The field profile of the dolomite lens was obtained

by scanning a two-dimensional (2D) area of 9 × 9 cm2 with an interval of 300 µm. At each point of

the measured 2D area, the temporal profile measurement over a 10 ps time window was carried out.

The maximum THz signal in the center pixel of the 2D area and the corresponding spectral amplitude
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obtained by the Fourier transform are shown in Figs. 4.4–(c).

The experimentally measured geometry of the beam profile shown in Fig. 4.5–(a) is theoretically

equivalent to a Fraunhofer diffraction pattern arising from a circular aperture. The dolomite lens and

Teflon lens had same diameters of 2 inches. The second lens, here the dolomite lens, has the size of the

aperture in the Fraunhofer diffraction. This lens crops the THz waves reaching the lens and only the

circular segment propagates through the lens and forms the diffraction pattern in the focal plane [11].

The THz pulse in our experimental condition has a broadband spectrum and therefore the performance

of the dolomite lens can be determinged by analyzing the beam profiles at various frequencies. The

amplitude profile E(r) is fitted the Bessel pattern [11] given by

E(r) = E(0)
∣∣∣2 J1(kW0r/2f)

kW0r/2f

∣∣∣, (4.5)

where r is the radial distance on the focal plane and J1 is the first kind Bessel function of order one.

Here, k is the wavenumber, f (95.2 mm) is the focal length of the lens and W0 is the diameter of the
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Figure 4.5: (a) Beam profile measurement geometry, where W0 in Eq. (5) is the diameter of the collimated
beam. (b) Extracted diameters (FWHM) of the focused THz field at various wavelengths obtained by
numerical fitting of the amplitude profile to the Bessel function. (c) Transmission amplitudes with respect
to frequency. All the amplitudes were divided by the amplitude of the THz signal measured without the
fabricated dolomite lens. The colorbar indicates the magnitude of the signal with respect to the THz
signal measured without the dolomite lens. The lines (solid line) fitted by the Bessel function plotted in
the horizontal and vertical directions across the THz amplitude profile (open circle) are indicated in the
figures (Normalized amplitude vs. position with respect to frequency).
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lens. The derivation of Eq. (4.5) is detailed in the section A.10.2 in detail.

Figure 4.5–(b) summarizes the extracted diameters (FWHM) of the focused THz field as a function

of wavelength obtained from the numerical fit of the amplitude profiles to the Bessel pattern in Eq. (4.5).

The measured THz beam amplitude profiles at various frequencies and the corresponding x-, and y-cross

sections of the profiles are shown in Fig. 4.5–(c). The amplitude profiles were scaled by the THz signal

amplitude without the dolomite lens. The corresponding ratio, Nij , is given by

Nij(ωk) =
∣∣∣ Eij(ωk)

Eno lens(ωk)

∣∣∣, (4.6)

where |Eij(ωk)| and |Eno lens(ωk)| are the amplitudes of THz signals with and without the fabricated

dolomite lens, respectively. The amplitude attenuation increases as a function of the frequency as shown

in Fig. 4.5–(c). Nevertheless, the experimental result agrees well with the calculation of the THz beam

profile. This result verifies that dolomite has high homogeneity as a lens material although dolomite has

more absorption than other lens materials.

As expected, the beam diameters show decreasing behavior as the frequency increases. They are

compared with a theoretical line calculated at a focal length of f = 95.2 mm and the lens diameter of

W0 = 50 mm (maximal f -number = 1.9). The theoretical line is calculated FWHM, W (λ), from the

Bessel pattern in Eq. (4.5) as

W (λ) =
4.43f

πW0
λ. (4.7)

Good agreement between the experiment and calculation confirms again that the fabricated lens made

out of dolomite shows good performance in the THz frequency range.

4.1.5 Conclusion

The use of natural stones as an optical elemental material in the THz frequency range is described.

We measured optical constants of various natural stones using THz-TDS. Among the investigated stones,

dolomite in particular exhibited the flat refractive index and low absorption over the measured THz

frequency range. We fabricated a dolomite planoconvex lens using the manufacturing process of conven-

tional lenses. The measured focused beam profiles was well explained by far-field diffraction theory in

the THz frequency range. With the proof-of-principle demonstration of THz lens made out of dolomite,

we suggest the possibility of using natural stones as THz optical elements for scientific and economic

reasons.

4.1.6 Appendix

In the lens fabrication processes, chromatic aberration and the spherical aberration should be con-

sidered [27]. First, the chromatic aberration for a plano-convex lens having a focal length f can be

derived from the lens-maker’s formula as [11,27]

f =
R

(n− 1)
, (4.8)

where n is the refractive index of the lens and R is the radius of curvature. The refractive index of

dolomite in the THz frequency range is shown in Fig. 4.1. From the measured data, the refractive index
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of dolomite is in the range of 2.689 (at 0.15 THz) to 2.723 (at 1 THz) so that the variation δn is 0.034.

The induced variation of the focal length can be obtained given by

δf = R
∣∣∣ 1

2.689− 1
− 1

2.723− 1

∣∣∣ ∝ ∣∣∣ 1

2.689− 1
− 1

2.723− 1

∣∣∣ ' 0.012 ' 1%. (4.9)

Therefore, chromatic aberration can be ignored since the refractive index of dolomite is nearly constant.

The spherical aberration, however, can not be ignored. From the paraxial-ray approximation, the

gaussian formula for a single spherical surface is [11,27]

n1

so
+
n2

sih
=
n2 − n1

R
. (4.10)

Provided the object point is located at infinity, Eq. (4.10) becomes

n2

f
=
n2 − n1

R
, (4.11)

where f is the focal length of the paraxial rays denoted by sih = f . According to ray optics [11,27,64], the

spherical aberration of a single surface can be described by the third-order expression of the first-order

theory as1

n1

so
+
n2

sih
=
n2 − n1

R
+

1

2
Kh2 (4.12)

(b)

(a)

(c)

Paraxial
focus

Optical
axis

Peripheral
focus

Figure 4.6: (a) The spherical aberration formed by a single spherical surface [11, 64]. (b) The spherical
aberration formed by a plano-convex lens. (c) Reduction of aberration by turning the lens [11].

1See Hecht, Optics 4th edition [11], p. 154, 254. See also Jenkins, Fundamentals of optics [64], p. 152.
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with

K =
n1

so

(
1

R
+

1

so

)2

+
n2

sih

(
1

R
− 1

sih

)2

(4.13)

' n2
1R

n2f

(
1

R
+

1

so

)2(
1

R
+
n1 + n2

n1so

)
, (4.14)

where n2 is the refractive index of the lens and n1 is the refractive index of the surrounding medium.

The object distance, the image distance, the radius of curvature, and the distance from the optical axis

are denoted as so, si, R, and h, respectively2.

From Eq. (4.12) through the substitution of so →∞, the third-order expression is slightly modified

to
n2

sih
=
n2 − n1

R
+

h2n2
1

2n2fR2
' n2

f
+

h2n2
1

2n2fR2
, (4.19)

and is further reduced as

sih ≡ f ′ = f

[
1 +

h2

2n2
lensR

2

]−1

, (4.20)

where nlens = n2, n1 = 1 in air, and f is the focus for the paraxial rays.

2By the paraxial approximation and the substitution so →∞, Eq. (4.12) can be written as

n1

so
+
n2

sih
'
n2

sih
'
n2

f︸ ︷︷ ︸
Paraxial

=
n2 − n1

R
. (4.15)

From this relation, we obtain

n2

sih
=
n2

f
−
n1

so
⇔

1

sih
=

1

f
−

n1

n2so
, (4.16)

1

f
=
n2 − n1

n2

1

R
. (4.17)

Then Eq. (4.13) becomes

K =
n1

so

(
1

R
+

1

so

)2

+
n2

sih︸︷︷︸
Eq. (4.16)

(
1

R
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(
1

R
+

1

so

)2
n2

1

n2

1

f

[
1 +

(n2 + n1)(n2 − n1)

n1so

R

n2 − n1

]
=

(
1

R
+

1

so

)2
n2

1

n2

1

f

[
1 +

R

n1so
(n2 + n1)

]

=
n2

1

n2

R

f

(
1

R
+

1
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)2[
1

R
+
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n1so
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. (4.18)
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The longitudinal spherical aberration ∆ formed by a single spherical surface shown in Fig. 4.6(a)

can therefore be obtained by the difference between the paraxial focus f and the focal length f ′ for rays

with a distance h from the optical axis given by

∆ = |f ′ − f |. (4.21)

The plano-convex lens is approximately the same optical system as a single spherical surface since

one of the two radii of curvatures is infinity. For the fabricated THz dolomite lens, the parameters are

nlens=2.7, h=25 mm (half of the 2 inch lens) and R=161.9 cm. By Eq. (4.20), the focal length for rays

with a distance h from the optical axis is

f ′ = 95.2 mm

[
1 +

252 mm2

2× 2.72 × 161.92 mm2

]−1

' 95.045 mm. (4.22)

Hence, we obtain the aberration ∆ ' 0.155 mm.
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4.2 Lattice vibrations of natural seraphinite gemstone

Here we report the first observations in terahertz frequency lattice vibrations in naturally occurring

seraphinite gemstones. Seraphinite is a particular form of clinochlore minerals in the chlorite group,

where the THz frequency response of any chlorite minerals has been unknown. Based on our THz time-

domain spectroscopic measurements, we show that there are three absorption modes at 0.8, 0.96 and

1.2 THz. The 0.96 THz mode is, in particular, strong and narrow (Q=8) which is comparable to the

previously reported 0.53 THz mode in α-lactose monohydrate. A polarization-dependent study reveals

the Au(z′)-symmetry in the 0.8 and 1.2 THz modes and the Bu(x′, y′)-symmetry in the 0.96 THz mode.

The anisotropy in the phonon-polariton dispersions shows an excellent agreement with the theoretical

analysis based on Kurosawa’s formula.

4.2.1 Introduction

Science and technology related to terahertz (THz) frequency electromagnetic waves [3] have tremen-

dously progressed during the past decades, providing an intellectual and technological bridge between

traditional studies in optics and microwave electronics [2]. In particular, THz time-domain spectroscopy

(THz-TDS) [65] has played a crucial role in investigating new properties and phenomena of materials.

Many materials have spectral fingerprints in the THz frequency range, where the spectroscopic capability

of utilizing ultra-broadband THz frequency waves has opened a rich variety of potential applications.

These include polymorph material classification [66], hazardous material detection, functional study of

bio-medical materials [67], high-speed in-door communications, high-altitude telecommunications, qual-

ity control, process monitoring and etc [3].

THz-TDS directly measures electric-field responses of materials. Spectral phase information can

thus be obtained without resorting to the Kramers-Kronig relationship [21]. When a THz pulse passes

through a sample having a thickness of d, the transmission amplitude spectrum ρ(ω) and the transmission

phase spectrum φ(ω) can be obtained by

T̃ (ω) =
Ẽs(ω)

Ẽr(ω)
= ρ(ω) eiφ(ω)F̃ (ω), (4.23)

where Ẽs(ω) and Ẽr(ω) are the transmitted electric-fields with and without the sample, respectively,

and F̃ (ω) is the Fabry-Pérot effect caused by internal reflections in the sample. The complex refractive

index of the sample defined by ñ = n + iκ can be obtained by the fixed point iteration method [30] as

following:

n(ω) = na +
c

ωd
φ(ω), κ(ω) = − c

ωd
log ρ(ω), (4.24)

where na is the refractive index of air and c is the speed of light. The extinction coefficient is also

obtained by

α(ω) =
2ω

c
κ(ω). (4.25)

Dielectric properties of various materials have been studied including crystal dielectrics, semiconduc-

tors [65], plastics [35], explosives [68], liquids [39], biomaterials [41], metamaterials [69], silicate glasses [70]

and natural mineral compounds [31, 71] and etc. Furthermore, advanced optical properties such as

birefringence [37], anisotropic single crystal measurement [72–74], optical activity [75], magneto/electro-

optical effects [76] and electromagnons [77] in the THz frequency range are also under active investigation.
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In this paper, the first observations of strong absorption modes in naturally occurring seraphinite

in the THz frequency range are reported. Seraphinite is the special name for a particular form of a

clinochlore mineral having gem-grade quality, which exhibits a green feather-like uneven color distribution

of chatoyant fibers. Its name is based on its appearance, where the Greek word “seraphim” means the

wings of a celestial being is used. Clinochlore, often referred to as chlorite jade (although it is not

a real jade [78]), is a member of the chlorite group [79]. Seraphinite contains Mg and has a chemical

formula [80] of (Mg, Fe2+)5Al(Si3Al)O10(OH)8. Figure 4.7 shows the atomic structure of seraphinite [81].

It has a monoclinic layered structure in the space group C2/m at room temperature [82]. As shown in

Fig. 4.7, seraphinite has a substructure consisting of two different layers: a talc-like layer and a brucite-

like layer [83]. Both layers are mainly octahedra in which magnesium (or aluminum) atoms are centered

around oxygen atoms. The talc-like layer has additional SiO4 tetrahedras at the top and the bottom of

each octahedra. Since the layers are electrically charged (the talc-like layer is negative and the brucite-

like layer is positive), pseudo random piling in clinochore could induce polariton behaviors upon light

illumination. We show that the absorptions at 0.8, 1.2 and 0.96 THz frequencies (each corresponding to

26.64, 39.96 and 31.97 cm−1 in wave numbers, respectively) are the phonon-polariton coupled modes [84]

for infrared (IR)-active optic phonons having Au(z′) and Bu(x′, y′)-symmetries [85–87].

Figure 4.7: Atomic structure of seraphinite. The atomic position parameters are from Ref. [81]. The
unit cell parameters are a = 5.350(3), b = 9.267(5), c = 14.27(1), and γ (∠(a, c))= 96.35(5)◦.

65



4.2.2 Experimental procedure

All experiments were performed using a conventional THz-TDS setup [31]. Ultrafast laser pulses

whose wavelengths are centered at 840 nm were produced by a Ti:sapphire mode-locked laser oscillator

operating at a repetition rate of 80 MHz. They were used to generate THz pulses from a photo-conductive

antenna (PCA). Upon illumination of each laser pulse having a 120-fs-short pulse duration, a THz pulse

having less than a picosecond pulse duration was produced. The electric-field of the THz pulse was

measured by electro-optic sampling by using another optical pulse (the probe pulse) split off from the

first laser pulse.

When directed through a (110)-oriented ZnTe crystal with a thickness of 1 mm, the polarization of

the optical probe pulse was rotated with an angle linearly proportional to the electric-field amplitude

of the co-propagating THz pulse via the Pockels effect. The whole setup was covered by an acrylic box

purged with dry air to eliminate water vapor absorptions.

Samples were prepared with two different cuts with respect to the feather-like pattern: parallel (‖)-
cut and perpendicular (⊥)-cut as shown in Fig. 4.8. The sample thickness was d = 0.96 mm for the ⊥-cut

and 0.8 mm for the ‖-cut, where the sample area was over 5 × 5 mm2. Sample rotation was done by

using a motorized rotation mount. The sample was attached on an aluminum metal holder with a hole

diameter of 5 mm, which is sufficiently large compared to the Rayleigh diffraction limit corresponding

to the measured THz frequency range.

Feather
a

b

z

(a) (b)

Figure 4.8: (a) Schematic representation of bulk seraphinite. The ⊥-cut and ‖-cut seraphinite samples
are prepared as illustrated in (a). We assumed that the sample plane of each seraphinite is approximately
corresponding to crystal axes as shown in (b)

4.2.3 Results

When the THz-TDS recorded the time-domain electric-field amplitude of THz pulses transmitted

through the sample, the typical measurements are as shown in Fig. 4.9(a). The transmitted THz pulses

through the ⊥-cut and ‖-cut samples (blue solid and red dash-dot lines, respectively) are time-delayed

from the reference peak (black dotted line). The time delay is given by ∆t = (ng − na)d/c, where ng is

the group index of the sample. By varying the azimuthal angle of the samples, the THz waveforms were

measured as shown in Fig. 4.9(b). The periodical delay of the peak position is due to the birefringence

of the seraphinite.

When the time-domain data is converted to the frequency-domain data through Fourier transfor-
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Figure 4.9: (a) Measured electric-field amplitudes of a THz pulse at the azimuthal angle of 120 ◦ trans-
mitted through the ⊥-cut (blue solid line) and ‖-cut (red dash-dot line) seraphinite sample, respectively,
compared with the reference signal (black dotted line). The time delay ∆t between the main peaks of the
two signals corresponds to the differential index ∆n between the sample (ng = 3.0) and air (na = 1) times
the the thickness (d = 0.96 mm) divided by c. (b) Polarization-dependent THz waveforms measured
by varying the azimuthal angle of the ⊥-cut and ‖-cut seraphinites with respect to linearly-polarized
incident THz waves. The THz waveforms are normalized for the sake of comparison.

mation, the index of refraction n(ω) and the extinction coefficient α(ω) are obtained respectively by

comparing the spectral responses with and without the sample. Both the real and imaginary parts of

the electric susceptibility (or the index of refraction and absorption of the sample) are obtained from

Eqs. (4.24) and (4.25) through the fixed point iteration method [30]. Figure 4.10 shows the experimen-

tal result. The index of refraction n(ω, θ) and the extinction coefficient α(ω, θ) of the ⊥-cut and ‖-cut

seraphinites are shown as a function of the azimuthal angle (θ) with respect to the THz polarization

direction in Fig. 4.10(a)-(d).

4.2.3.1 The strong absorption mode at 0.96 THz

When the extinction coefficient of the ⊥-cut seraphinite at θ = 120◦ in Fig. 4.10(b) is fitted with

two Lorentzian line-shapes [7], the 0.96 THz (ν) strong absorption exhibits a full width at half maximum

(FWHM) of ∆ν = 0.12 THz as shown in Fig. 4.10(e). The corresponding Q factor (ν/∆ν) of 8.14

is extremely high comparable to the well-known THz absorption peak at 0.53 THz of the α-lactose

monohydrate [88]. Since the Q factor characterizes the resonance narrowness, materials with a large Q,

in particular of a solid-state material, can be useful for making devices such as band-pass filters, frequency

standards and etc. For the 0.96 THz mode at θ = 120◦ of ⊥-cut seraphinite, the oscillator strength [89]

defined by f = 8π2σmax∆ω/ω2, where σ = ω Im[ε̃(ω)]/4π is the conductivity, equals f = 0.072. The
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Figure 4.10: (a, c) The index of refraction n(ω, θ) for θ ∈ {0, · · · , 360} and (b, d) the extinction coefficient
α(ω, θ) for θ ∈ {0, · · · , 360} of ⊥-cut and ‖-cut seraphinites measured as a function of the azimuthal
angle (θ) with respect to the THz polarization direction, respectively; (a) n⊥(ω, 120◦) and n⊥(ω, 300◦),
(b) α⊥(ω, 120◦) and α⊥(ω, 300◦). The strong absorption mode is measured at 0.96 THz. (c, d) n‖(ω, θ)
and α‖(ω, θ) at θ = 20◦, 60◦, and 120◦. (e) The strong absorption mode of ⊥-cut seraphinite. When the
extinction coefficient at azimuthal angle of θ = 120◦ of ⊥-cut seraphinite was fitted to two Lorentzian
functions, the 0.96 THz absorption peak has a linewidth of 0.12 THz (FWHM).
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Table 4.4: The characteristics of the strong absorption line of ⊥-cut seraphinite at 0.96 THz.

Materials Fitting ν ∆ν Q-factor Oscillator Technique References
function [THz] [THz] (ν/∆ν) strength f

Seraphinite Lorentzian 0.960 0.120 8.14 0.072 THz-TDS This work
α-Lactose Lorentzian 0.525 0.069 7.60 0.016 THz-TDS Ref. [88]

retrieved parameters for the 0.96 THz absorption peak are summarized in Table 4.4.

4.2.3.2 The dielectric tensor for a monoclinic structure

The crystalline structure of seraphinite belongs to the space group of C2/m. The factor group

analysis [90] predicts that the dipole momenta of Au and Bu modes are inclined along the z′-axis

and placed on the ab-plane, respectively, where a, b and c denote monoclinic crystal axes and x′, y′,

and z′ denote the principal coordinates. The principle coordinates of this crystal is related to the

crystallographic coordinates (a, b, c) as follows: x′||a, y′||b, and ∠(a, c)= 96.35(5)◦ [81].

To understand the polarization dependence of the extinction coefficients in Figs. 4.10(c) and (d), we

consider the (relative) dielectric tensor ε̃(ω) represented with the principal coordinates (x′, y′, z′)

ε̃(ω) =


ε̃x′x′(ω) ε̃x′y′(ω) 0

ε̃x′y′(ω) ε̃y′y′(ω) 0

0 0 ε̃z′z′(ω)

 . (4.26)

The non-zero components of the dielectric tensor in Eq. (4.26) are described by the generalized Drude-

Lorentz model [91,92] as follows

ε̃ij(ω) = ε∞ij +
∑

n∈{Au, Bu}

S̃n(ω)Γni Γnj (4.27)

for i, j ∈ {x′, y′, z′}, where ε∞ij denotes the high frequency contribution and the angle dependence factors

are given by

Γnx′ = sin θn cosφn, Γny′ = sin θn sinφn, Γnz′ = cos θn. (4.28)

The complex oscillator term S̃n is defined by

S̃n =
ωp,n

ω2
0,n − ω2 − iγnω

, (4.29)

where ωp,n, ω0,n, γn are the plasma frequency, the transverse frequency, and the damping coefficient of

the n-th mode that belong to the Au modes and Bu modes, respectively. θn and φn denote the polar

angle and the azimuthal angle between the n-th dipole moment and the z′-axis as shown in Fig. 4.11(a).

4.2.3.3 The relation between the polarizability and the susceptibility

From electromagnetic theory [12], the polarizability P and the complex refractive index n of a

material are given in terms of the effective susceptibility χeff [7] by

P̃ (ω, θ) = ε0χ̃eff(ω, θ)Ẽ, (4.30)

ñ(ω, θ) =
√

1 + χ̃eff(ω, θ), (4.31)
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where θ is the polarization angle. According to the complex refractive index defined by ñ = n+ iκ, the

effective susceptibility in Eq. (4.31) can be obtained throughout the measured THz frequency range as

χ̃eff(ω, θ) =
[
n(ω, θ) + iκ(ω, θ)

]2
− 1. (4.32)

Therefore, the angle dependence of the polarizability P̃ is the same as that of the susceptibility χ̃eff

obtained from the complex refractive index ñ [12].

4.2.3.4 The isotropic excitation behavior in the ⊥-cut seraphinite

In a monoclinic crystal, the dipole moments of Au(z′) modes are aligned with the z′-axis and

Bu(x′, y′) modes are placed on the ab-plane. Therefore, when the incident wave propagating along

the z′ direction transmits through the ⊥-cut crystal (the crystal surface is the x′y′-plane) as shown

in Fig. 4.11(b), Au modes are not excited and only Bu modes are excited. In this case, the dielectric

(a)

Frequency

A
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Frequency

A
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α  [cm −1] Lab.
coordinates

Principal
coordinates

(c)

(b)
(d)

Figure 4.11: (Color online) (a) The principle coordinates. (b) The sample coordinates of the ⊥-cut
sample. (c) The sample coordinates of the the ‖-cut sample. (d) The lab-frame coordinates are trans-
formed from the principle or sample coordinates via M , where θj and φj represent the polar angle and
the azimuthal angle between the j-th dipole moment (red arrow) and the z′-axis. The crystal surface is
represented by dark gray color in each figure.
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function is given by 3

ε̃ij = ε∞ij +
∑

n∈{Bu}

S̃nΓi(φn)Γj(φn) (4.37)

for i, j ∈ {x′, y′}, where Γx′(φn) = cosφn, Γy′(φn) = sinφn, and θn = π/2 for Bu(x′, y′) modes. However,

when the two dipole moments Bu,1 and Bu,2 are orthogonal with each other (i.e., φ2 = φ1 + π/2), the

dielectric tensor elements in Eqs. (4.37) becomes φn-independent since ε̃x′x′ = ε∞x′x′ + S̃Bu , ε̃x′y′ =

ε∞x′y′ , ε̃y′y′ = ε∞y′y′ + S̃Bu
when S̃Bu,1

= S̃Bu,2
is assumed.4 Therefore, the isotropic behavior (no angle

dependence) of the 0.96 THz mode excitation in the ⊥-cut seraphinite in Fig. 4.10(b) can be understood

by the fact that there exist two Bu modes being orthogonal with each other and of the same resonant

frequency at 0.96 THz.

4.2.3.5 The anisotropic excitation behavior in the ‖-cut seraphinite

To understand the ‖-cut measurement in Fig. 4.10(d), we assume that the sample was cut slightly

tilted from the principal y′z′ plane so that the dipole moments of the Au modes are slightly tilted from the

sample z′-axis. So, the (x′, y′, z′) coordinates now represent the sample coordinate system, as depicted

in Fig. 4.11(b). Then, the incident electric-field E′
x′y′z′ in the sample coordinates is represented through

a coordinate transformation from the lab-frame measurements Exyz in Fig. 4.11(d), or

E′
x′y′z′ =

[
Rvec
z (φ) Rvec

x (θ)
]
Exyz ≡M(θ, φ)Exyz, (4.41)

where each rotation operation Rvec
j (θ) represents the coordinate rotation by a counter-clockwise angle θ

about the j-axis.5

The induced polarizability P̃ ′
x′y′z′ in the sample coordinates is given, in terms of the linear electric

3For ⊥-cut, the dipole moments of Au modes are aligned with z′-axis and Bu modes are aligned with ab-plane shown
in Fig. 4.11(a), which can be reduced by using Eq (4.27) in the forms

ε̃x′x′ = ε∞x′x′ +
∑

j∈{Bu}
S̃j cos2 φj (4.33)

ε̃x′y′ = ε∞x′y′ +
∑

j∈{Bu}
S̃j cosφj sinφj (4.34)

ε̃y′y′ = ε∞y′y′ +
∑

j∈{Bu}
S̃j sin2 φj (4.35)

ε̃z′z′ = ε∞z′z′ +
∑

j∈{Au}
S̃j . (4.36)

4Provided the related two identical dipole moments Bu,1 and Bu,2 are orthogonal, the dielectric tensor elements from
Eq. (4.33) to E q. (4.36) are reduced given by

ε̃x′x′ = ε∞x′x′ + S̃Bu

[
cos2 φb + cos2(φb + π/2)

]
= ε∞x′x′ + S̃Bu , (4.38)

ε̃x′y′ = ε∞x′y′ + S̃Bu

[
cosφb sinφb

+ cos(φb + π/2) sin(φb + π/2)
]

= ε∞x′y′ , (4.39)

ε̃y′y′ = ε∞y′y′ + S̃Bu

[
sin2 φb + sin2(φb + π/2)

]
= ε∞y′y′ + S̃Bu , (4.40)

where S̃Bu and φb are the oscillator term and the azimuthal angle of Bu,1, respectively. φb + π/2 is the azimuthal angle
of Bu,2 mode. This implies that ε∞

x′y′ should be small and ε∞
x′x′ has to be the same as ε∞

y′y′ . It is concluded that the

related two identical dipole moments for Bu modes are orthogonal, which makes it possible to observe isotropic behavior
from ⊥-cut in Fig. 4.10(b). Therefore, dielectric tensor elements for ⊥-cut are defined by Eqs. (4.36), (4.38), (4.39) and
(4.40) from which it can be explained that the Bu mode at 0.96 THz is constantly measured in sample rotation.

5M represents the extrinsic rotation matrix. Then M can be written as

M = Rvec
z (φ) Rvec

y (−θ′) Rvec
x (θ). (4.42)
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susceptibility tensor χ̃(1)(ω) = ε̃(ω)− I and the electric-field E′
x′y′z′ , by

P̃ ′
x′y′z′ = ε0


χ̃

(1)
x′x′ χ̃

(1)
x′y′ 0

χ̃
(1)
x′y′ χ̃

(1)
y′y′ 0

0 0 χ̃
(1)
z′z′

E′
x′y′z′ . (4.43)

The polarizability P̃xyz in the lab-frame coordinates is then given by

P̃xyz = M(θ, φ)−1 P̃ ′
x′y′z′ . (4.44)

When the incident electric wave is linearly-polarized along the z-axis, the angular dependence of the

polarizability can be obtained from the z-component of P̃xyz as a function of θ as

P̃z(θ) = ε0χ̃
(1)
x′x′ sin

2 θ + ε0χ̃
(1)
z′z′ cos2 θ, (4.45)

where φ = 0 is chosen in M for simplicity.6 Then, the π periodicity of the polarization angle for the Bu

mode at 0.96 THz in Fig. 4.10(d) can be simply explained by the θ dependence in Eq. (4.45).

However, the Au modes at 0.8 THz and 1.2 THz have a period of π/2, which needs to be accounted

for higher-order polarizabilities. The monoclinic crystal in the space group of C2/m is centro-symmetric,

so the next non-vanishing contribution is from the third-order susceptibility χ̃(3) given in the sample

coordinates (x′, y′, z′) by

χ̃
(3)
ijkl(ω) =

∑
n∈{Au, Bu}

S̃n(ω)Γni Γnj ΓnkΓnl . (4.49)

The z-component of P̃
(3)
xyz is given by

P̃ (3)
z = 3ε0

∑
ijkl

M−1
zi χ̃

(3)
ijkl(ω)Ej(ω)Ek(−ω)El(ω)

= 3ε0
∑

n∈{Au, Bu}

S̃n

[
sin4 θn sin4 φn sin4 θ + cos4 θn cos4 θ + 6 cos2 θn sin2 θn sin2 φn cos2 θ sin2 θ

]
.

(4.50)

Figure 4.12 shows the measured Im
[
χ̃eff

]
numerically fitted to Eq. (4.45) for 0.96 THz and to Eq. (4.71)

for 0.80 THz and 1.20 THz, respectively. The tilting angles of the Au modes, with respect to the z′-axis,

In our case, Rvec
y (−θ′) is neglected and Rvec

j means the rotation matrix that rotates a given vector about the global j-axis

(extrinsic rotation case). Further explanation about the rotation matrix is described in section C.
6Since the absorption behavior comes from the imaginary part of polarization, the imaginary part of Eq. (4.45) has to

be obtained by

Pz(θ)/ε0 = χ
(1)
x′x′ sin

2 θ + χ
(1)
z′z′ cos2 θ, (4.46)

where the imaginary terms are denoted as Im[P̃j ] = Pj and Im[χ̃
(1)
ij ] = χ

(1)
ij for i, j ∈ {x′, y′, z′}. It is noted that the

electric susceptibility χ(1) is the same as ε ≡ Im[ε̃]. From this relation, we obtain the imaginary terms from Eq. (4.27)
given by

χ
(1)
ij (ω) =

∑
k∈{Au, Bu}

Lk(ω)Γki Γkj , (4.47)

where the Lorentzian Lk is the imaginary part of the complex oscillator term S̃n defined by

Lk =
ωp,k γk ω

(ω2
0,k − ω2)2 + γ2

kω
2
. (4.48)

The Bu mode at 0.96 THz for the ‖-cut in Fig. 4.10(d) has a period of π in the frequency-domain, which can be explained

by Eq. (4.46) by substituting Eqs. (4.47) into χ
(1)
ij . However, the fact that the Au modes at 0.8 THz and 1.2 THz have a

period of π/2 in the frequency-domain cannot be described by Eq. (4.46).
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are obtained as θ1 = 228◦, φ1 = −120◦ for 0.8 THz and θ2 = −139◦, φ2 = −117◦ for 1.20 THz. The last

equation is fully explained in the appendix 4.2.6.1.

4.2.4 Discussion

We now turn our attention to the origin of the observed THz absorptions. First, the possibility of

water vapor absorption [93], which occurs at 26 and 58 cm−1, is excluded by the subsequent temperature

dependence of the mode frequency at elevated temperatures. To our knowledge, scientific literatures

regarding seraphinite, or even including most hydrous/anhydrous layered silicates, are very limited and

theoretical prediction is not available for phonon modes. Therefore, we can only compare it with indirect

information from chlorite, which has similar local bonding networks of Si-O and Mg-O in their block-

layered structures. In a chlorite mineral, far infrared absorptions are observed [94] at 120, 140, and

220 cm−1. In addition, inelastic neutron scattering (INS) of chlorite reveals that there is only acoustic

phonon branch below 1.5 THz [95], which can be Raman-active at ∼50 cm−1. The phonon modes of

chlorite can be inferred from the theoretical and experimental results on a magnesium-olivine, forsterite

(Mg2SiO4). Forsterite is composed of isolated silicate tetrahedra but shares the same local bonding of

Si-O and Mg-O with chlorite. The zone boundary acoustic mode is calculated at 100 cm−1 [96] and the

optic modes are calculated at 130, 180 and 250 cm−1 [97]. Therefore, we explain the absorption peak

at 0.96 THz of seraphinite phenomenologically in the context of the phonon-polariton coupled mode. It
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Figure 4.12: (Color online) The effective susceptibility χeff of the ‖-cut seraphinite is extracted by
Eq. (4.32). χeff(0.96 THz) for Bu mode (blue) is fitted to Eq. (4.45). χeff(0.8 THz) and χeff(1.20 THz)
corresponding to Au modes (red) are fitted to Eq. (4.71) represented by the red solid line.
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can be understood that the infrared (IR)-active phonon modes orginates from its monoclinic crystalline

structure with the space group of C2/m [85–87].

The dispersion relation can be obtained by considering the relative dielectric function ε̃ which is

defined for an applied electric-field Ẽ and the induced polarizability P̃ as [98]

ε̃(ω) =
ε(ω)

ε0
= 1 +

1

ε0

P̃ (ω)

Ẽ(ω)
. (4.51)

When the dielectric function ε̃ of Eq. (4.51) is written in terms of the longitudinal and transverse modes

(LO and TO), Eq. (4.51) is reduced to a factorized form of its poles and zeros given by [99]

ε̃(ω) = ε∞
N∏
j=1

Ω2
LOj
− ω2 − iωΓLOj

Ω2
TOj
− ω2 − iωΓTOj

, (4.52)

where ε∞ is the high frequency dielectric constant, ΩTOj (ΩLOj) and ΓTOj (ΓLOj) are the resonant

frequency and the damping constant of the j-th TO (LO) mode, respectively. By substituting zero for

the angular frequency ω of Eq. (4.52) [100], the zero frequency dielectric constant is obtained as

ε̃(0) = ε∞
N∏
j=1

Ω2
LOj

Ω2
TOj

, (4.53)

which is the Lyddane-Sachs-Teller (LST) relation [101]. When we assume zero damping in Eq. (4.52),

the Kurosawa formula [102] is obtained as

ε̃(ω) = ε∞
N∏
j=1

ΩLOj

2 − ω2

ΩTOj

2 − ω2
. (4.54)

So, the phonon-polariton dispersion is obtained using either Eq. (4.52) or Eq. (4.54) given by

c2 k̃2(ω)

ω2
= ñ2(ω) = ε̃(ω), (4.55)

where ñ is the complex index of refraction defined in Eq. (4.24) and k̃(ω) is the complex wave vector.

However, since the measured range of frequency is limited to 2 THz, Eq. (4.55) needs correction [84].

When we apply the parameter εexp defined by

εexp = ε∞
N∏
j=2

Ω2
LOj

Ω2
TOj

(4.56)

to the measured data, the modified phonon-polariton dispersion for a single mode is given by

k̃(ω) =
ω

c

[
εexp

ΩLO1

2 − ω2 − iωΓLO1

ΩTO1

2 − ω2 − iωΓTO1

]1/2

. (4.57)

The fitting parameter εexp is a dielectric constant measured at the highest frequency throughout a

frequency range from 0.2 to 2 THz.

Figure 4.13 shows the phonon-polariton dispersion curve [ω vs. k(ω)] (closed circles) retrieved from
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Figure 4.13: (Color online) The Phonon-polariton dispersion of the experimental results of ⊥-cut seraphi-
nite measured at an azimuthal angle of 120 ◦. The dispersion relation and the experimental data are
indicated with a red solid line and closed circles, respectively. The dispersion relation and the measured
data are plotted with respect to the real parts of Eq. (4.57) and Eq. (4.59), respectively. The Kurosawa
formula is represented with a blue dotted line, which is also computed using the real part of Eq. (4.57)
in the case of no damping.

the measurement of the ⊥-cut sample at θ = 120◦. The real part of k̃(ω) is7

Re[k̃(ω)] =
ω

c

√
n2(ω) + κ2(ω), (4.59)

which is shown in comparison with the theoretical guide (red solid line) calculated from the real part of

Eq. (4.57). The Kurosawa formula (blue dotted line) is also computed using the real part of Eq. (4.57)

in the case of no damping. It is noted that (εexp)1/2 can be extracted by
√
n2(ω) + κ2(ω)

∣∣
ω→ω∞ in

Eq. (4.59), where ω∞ represents the highest frequency component. In the unit of cm−1, the fitting

parameters are estimated from the measurement as ΩTO1
= 32.5 cm−1, ΩLO1

= 32.6 cm−1, ΓTO1
=

2.74 cm−1, ΓLO1
= 2.67 cm−1, and (εexp)1/2 = 2.44 for the ⊥-cut seraphinite. The splitting (0.1 cm−1

= 3 GHz) is about three times smaller than the spectral resolution (10 GHz=1/T and T=100 ps) in our

THz-TDS. Thus, the ΩTO1 and ΩLO1 extracted through numerical fitting for the resonance at 0.96 THz

should be understood as ΩTO1
= 32.5 ± 0.17 cm−1, ΩLO1

= 32.6 ± 0.17 cm−1. It is noted that ΩLO1
is

bigger than ΩTO1
(ΩLOj

> ΩTOj
) since ε∞ is in general smaller than ε(0) by the LST relation for all

the optical phonon modes [23, 101, 102]. Provided that 1/ω is substituted by ξ, the factorized dielectric

7

Re[k̃(ω)] ≡ k(ω) =
ω

c
Re
[√

ε̃(ω)
]

=
ω

c

√
n2(ω) + κ2(ω). (4.58)

75



function of Eq. (4.52) can be expanded for ξ → 0 in the form [99]8

ε̃(ω) ' ε∞
N∏
j=1

[
1 + iΓLOjξ +O(ξ2)

]

×
[
1− iΓTOj

ξ +O(ξ2)
]∣∣∣∣∣
ξ→0

. (4.62)

By further calculation, Eq. (4.62) is equivalent to9

ε̃(ω) ' ε∞
[

1 + i

N∑
j=1

(ΓLOj − ΓTOj)ξ

]
ξ→0

, (4.64)

which is the generalized form of Lowndes condition for all IR-active branches induced by Schubert [99,

103]. Equation (4.64) for Im[ε̃(ω)] > 0 shows that there are the optical phonons with conditions for

ΓLO < ΓTO as well as ΓLO > ΓTO satisfying
∑N
j=1(ΓLOj − ΓTOj)ξ > 0 [99]. The resonance mode at

0.96 THz of ⊥-cut is expected as one of the optical modes when ΓLO < ΓTO. Therefore, the above

theoretical interpretation based on Kurosawa’s formula with and without the damping terms shows an

excellent agreement with the observed dispersion anisotropy in the THz frequency range.

4.2.5 Conclusion

In summary, we have reported a spectral fingerprint of crystaline seraphinite, a type of gemstone, in

the THz frequency range. In our measurements conducted with THz-TDS, the strong IR-active modes

at 0.80, 0.96 and 1.20 THz in seraphinite have been founded in seraphinite. In particular, the 0.96 THz

mode has exhibited a strong and narrow (Q=8) absorption, comparable to that of the previously reported

0.53 THz mode in the α-lactose monohydrate. The polarization-dependent THz-TDS measurements have

furthermore revealed the birefringence of the investigated crystal which originated from its crystalline

8By replacing 1/ω with ξ, the factorized dielectric function of Eq. (4.52) becomes

ε̃(ω) = ε∞
N∏
j=1

Ω2
LOj
− ω2 − iωΓLOj

Ω2
TOj
− ω2 − iωΓTOj

= ε∞
N∏
j=1

Ω2
LOj

ω2 − 1− i
ΓLOj

ω

Ω2
TOj

ω2 − 1− i
ΓTOj

ω

= ε∞
N∏
j=1

Ω2
LOj

ξ2 − 1− iΓLOj
ξ

Ω2
TOj

ξ2 − 1− iΓTOj
ξ

= ε∞
N∏
j=1

1− Ω2
LOj

ξ2 + iΓLOj
ξ

1− Ω2
TOj

ξ2 + iΓTOj
ξ
. (4.60)

When ω →∞, i.e., ξ → 0, this equation can be evaluated as

ε̃(ω) = ε∞
N∏
j=1

[
1− Ω2

LOj
ξ2 + iΓLOj

ξ
][

1− Ω2
TOj

ξ2 + iΓTOj
ξ
]−1

' ε∞
N∏
j=1

[
1 + iΓLOj

ξ − Ω2
LOj

ξ2
][

1− iΓTOj
ξ + Ω2

TOj
ξ2
]
, (4.61)

which leads to Eq. (4.62).
9The higher order terms than ξ2 can be neglected since the higher terms than ξ2 are too small. The dielectric function

of Eq. (4.62) can then be reduced as

ε̃(ω) = ε∞
[
1 + i(ΓLO1

− ΓTO1
)ξ
][

1 + i(ΓLO2
− ΓTO2

)ξ
]
× · · ·

= ε∞
[
1 + i(ΓLO1

− ΓTO1
)ξ + i(ΓLO2

− ΓTO2
)ξ + i2��

�* 0
O(ξ2)

]
× · · ·

= ε∞
[
1 + i(ΓLO1

− ΓTO1
)ξ + i(ΓLO2

− ΓTO2
)ξ + i(ΓLO3

− ΓTO3
)ξ + · · ·

]
, (4.63)

which leads to Eq. (4.64).
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monoclinic structure with the space group C2/m, Au(z′)-symmetry of the 0.80 and 1.20 THz modes and

the Bu(x′, y′)-symmetry of the 0.96 THz mode. Theoretical interpretation based on Kurosawa’s formula

has shown an excellent agreement with the observed phonon-polariton dispersion anisotropy.

THz absorption lines in solid-state materials are rare. There have been no known spectral lines for

gemstones in the THz frequency range. Gems are often optically superior materials and thus optical

gemology that utilizes visible, near-infrared, UV, and even X-rays light sources, has been established to

study and characterize gems. However, to the best of our knowledge, THz waves have never been used

so far for that purpose. It is hoped that THz spectroscopy may become useful for identification and

characterization of various gemstones.

4.2.6 Appendix

4.2.6.1 The 3rd-order polarization

Since the monoclinic crystal in the space group of C2/m is a centrosymmetric material, the higher

term that follows the linear susceptibility is χ(3). The third-order polarization for broadband waves is

represented by [7]

P̃
(3)
i (ω) = ε0

∫ ∞
−∞

dωq

∫ ∞
−∞

dωn
∑
jkl

∑
nq

χ̃
(3)
ijkl(ω)Ej(ωq)Ek(ωn)El(ω − ωq − ωn), (4.65)

where χ̃
(3)
ijkl(ω) = χ̃

(3)
ijkl(ω;ωq, ωn, ωm) is the third-order susceptibility. Provided that the incident wave is

a monochromatic wave with a single frequency ω for sake of simplicity, the i-th component of a possible

nonlinear polarization can be expressed in the form [7]

P̃i(ω) = 3ε0
∑
jkl

χ̃
(3)
ijkl(ω)Ej(ω)Ek(−ω)El(ω), (4.66)

where χ̃
(3)
ijkl(ω) = χ̃

(3)
ijkl(ω;ω,−ω, ω) is one of four-wave-mixing processes. The third-order susceptibility

χ̃
(3)
ijkl for space group of C2/m can be expressed as a reduced form with χ̃

(3)
im defined by [104]

χ̃(3) =


χ̃11 0 χ̃13 0 χ̃15 χ̃16 χ̃17 χ̃18 0 0

0 χ̃22 0 χ̃24 0 0 0 0 χ̃29 χ̃20

χ̃31 0 χ̃33 0 χ̃35 χ̃36 χ̃37 χ̃38 0 0

 . (4.67)

The subscripts m corresponds to the three Cartesian components listed in Table 4.5 [104]. If the third-

order susceptibility is given by χ
(3)
im, the applied electric field components in Eq. (4.66) are written as [104]

jkl xxx yyy zzz yzz yyz xzz xxz xyy xxy xyz
m 1 2 3 4 5 6 7 8 9 0

Table 4.5: Cartesian components corresponding to subscript m [104].
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Fxxx

Fyyy

Fzzz

Fyzz + Fzyz + Fzzy

Fyyz + Fyzy + Fzyy

Fxzz + Fzxz + Fzzx

Fxxz + Fxzx + Fzxx

Fxyy + Fyxy + Fyyx

Fxxy + Fxyx + Fyxx

Fxyz + Fxzy + Fyxz + Fyzx + Fzxy + Fzyx



, (4.68)

where Fjkl represents Fm = Ej(ω)Ek(−ω)El(ω).

By using Eqs. (4.67) and (4.68), the third-order polarization of Eq. (4.66) becomes

P̃i(ω) = 3ε0
∑
m

χ̃
(3)
im(ω)Fm. (4.69)

By the same analogy described in section 4.2.3.5, the i-th polarization component in the principal co-

ordinates can be obtained by simply substituting m in Eq. (4.69) for j, k, l ∈ {x′, y′, z′}, where the

electric field components in Fm are given by Eq. (4.41). The imaginary part of χ
(3)
ijkl in the principal

coordinates is a function of θj and φj due to inclination to the z′-axis given by

χ
(3)
ijkl =

∑
n∈{Au, Bu}

LnΓki ΓkjΓkkΓkl . (4.70)

According to Eq. (4.44), we obtain the z-component of P
(3)
xyz denoted as P

(3)
z given by

P (3)
z /3ε0 =

∑
j∈{Au, Bu}

Lj

[
sin4 θj sin4 φj sin4 θ + cos4 θj cos4 θ + 6 cos2 θj sin2 θj sin2 φj cos2 θ sin2 θ

]
,

(4.71)

where φ is zero for the sake of simplicity.
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Chapter 5. THz spectroscopy of the polarization dependence

of the resonant material confined in a sub-wavelength slit

We have used terahertz time-domain spectroscopy to probe the polarization dependence of α-lactose

in the near-field vicinity of a sub-wavelength-scale metal slit. The experimental result shows that the

0.53-THz absorption of this material has an abnormal polarization dependence strongly coupled to the

slit orientation. In particular, the waves polarized with a parallelly-oriented slit do not electrically

interact with the material within a slit extremely narrow compared to the wavelength, which results in

complete vanishing of the otherwise resonant absorption. This phenomenon can be understood in the

context of Bethe’s sub-wavelength diffraction: the far-field wave diffracted from a sub-wavelength-scale

aperture orginates from the magnetic near field and not from the electric near field; thus the measured

E-field in the far-field has no origin from the near-field E-field component.

5.1 Introduction

Recent advances in science and technology involved with terahertz (THz = 1012 Hz) frequency waves

have made a broad impact to a variety of research fields including physics, chemistry, material science,

and electric engineering [2, 3]. Many applications with THz waves have been also developed in areas

including material characterization, stand-off detection, noninvasive diagnostics, and biomedical sensing.

Biomedical sensing applications are particularly promising because of the unique spectral nature of THz

waves in bio-organic materials [1]. However, acquiring spectral information of biological materials re-

quires micrometer-size spatial resolution which is not simple to achieve due the large wavelength of THz

waves (λ = 300 µm for 1 THz). To overcome the spatial resolution limited by Abbe’s diffraction of the

freely propagating large-wavelength waves, several methods have been considered: for example, near-

field emission and/or detection [105–107], or sub-wavelength-size material platforms [108–111]. Many of

these methods often use some form of metallic structures in sub-wavelength dimension to confine, focus,

guide or bend the THz wave in the vicinity of the material which could strongly alter the wave prop-

erties of the interacting THz-wave in terms of polarization, spectral phase, and amplitude. So, a priori

understanding of THz-wave interaction with these structures is required for applying THz spectroscopy

to sub-wavelength-scale materials.

As it is well known, the wave diffraction through a sub-wavelength-size metal hole, for example, is

completely different from a case of with a large hole mainly because of the interplay between the cavity

field and edge currents of the aperture [112–115]. At the limit of extreme sub-wavelength-sized aperture

transmission, the diffracted electric field results from effective magnetic dipole radiation [116,117]. Other

examples of sub-wavelength optical phenomena manifesting the vectorial nature of electromagnetic wave

around metal structures include extraordinary light transmission [118,119], strong electric field enhance-

ment [120, 121], diffraction phase shift [122] and anomalous Young’s double slit experiment [123], all of

which are found in the diffraction from a slit or a slit system with sub-wavelength dimensions.

In this paper, we report THz polarization spectroscopy of an organic material kept in a sub-

wavelength-size metal slit. Using α-lactose monohydrate which has strong absorption line at 0.53

THz [88, 124], we investigated the temporal and spectral amplitude changes of the transmitted THz

wave within a slit with respect to the slit width. Experimental results reveal that the spectral response
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of the material is strongly coupled with the polarization state of the THz wave and that the material

does not interact with the THz wave when an extreme sub-wavelength-sized slit is used.

5.2 Experimental description

The experiment was performed using conventional THz time-domain spectroscopy (THz-TDS) [31]

as shown in Fig. 5.1(a). THz pulses were produced from a commercial photo-conductive antenna (BATOP

optoelectronics) pumped by femtosecond near-infrared pulses from a Ti:sapphire mode-locked laser os-

cillator. Measurements were made by laser-gated electro-optical sampling with a 2-mm-thick (110) ZnTe

crystal [21]. The temporal amplitude profile of the THz pulse was recorded to compute the THz spec-

trum [31, 122, 123]. The fabricated slit was placed at the focus of the propagating THz waves in a

one-dimensional 4-f geometry THz beam delivery system comprised of two teflon lenses whose focal

lengths were f = 100 mm.

The sub-wavelength slit with a wedge shape shown in Fig. 5.1(b) was manufactured at the National

Nanofab Center (Korea) to conduct systematic experiments by mechanical actuators with travel length

of 25 mm without a change of a sample. Figure 5.1(b) shows a schematic structure of the fabricated

wedge-shaped slits. A 500 nm copper film was deposited on a 525 µm thick silicon wafer of high

resistivity (20,000 Ω·cm). Each slit is comprised of 20 mm length with a wedge top of 6 µm length and a

wedge bottom of 60 µm length. To put α-lactose (Sigma Aldrich) into the slit, a compound of α-lactose

dissolved in the ionized water was prepared. Candle wax, a kind of hydrophobic material, was used to

confine the compound into an area of 24 mm × 21 mm. Ionized water was evaporated for 12 hours to

completely eliminate the water content. By this method, we could obtain a reference slit and a sample

(a) (b)

(c)

Subwavelength
slit Teøon

lens
PCA

Reference slit

LactoseSample slit

ZnTe

PBS

ITO

Polarizer

Figure 5.1: (a) Schematic experimental setup. The sub-wavelength-scale slits were located at the focus of
the THz wave. Inset shows the polarization angle defined with respect to the slit direction. The wedge-
shaped slits are consists of identical single slits with a width of d and a length of L. The polarization of
the electric field and magnetic field are parallel to the slit direction for θ = 0 and θ = π/2, respectively,
where the slit direction is along the slit length of L. (b) The geometry of the fabricated wedge-shaped
pair of slits in the side and front views. The slits are fabricated in copper film deposited on a silicon
substrate. (c) A reference slit and a sample slit obtained by using a compound of α-lactose and water.
A rectangular hole with 10 mm × 20 mm was used to estimate the thickness of spread lactose.
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slit as depicted in Fig. 5.1(c). A rectangular hole with 10 mm × 20 mm in Fig. 5.1(c) was used to

estimate the thickness (ds) of lactose on the slit. The estimated thickness ds is about 200 µm which

was obtained by ds = c∆t/(ns − nair), where c is the speed of light, ∆t is the delayed time between the

maximums of the reference and sample signals in the time-domain, ns is the refractive index of lactose

and nair is the refractive index of air [125].

From recent research [120–123], it is found that the source of the diffracted electric field through a

sub-wavelength sized slit is related to the slit direction defined by the orientation (L) of the slit’s length

L as shown in Fig. 5.1(a), which is described in detail section 5.3. With the same analogy, we carried

out experiments with slits in both orthogonal (θ = π/2, E ⊥ L) and parallel (θ = 0, E ‖ L) directions

of the slits with respect to the THz polarization (E). All the experiments was purged with dry air to

remove water vapor in the THz frequency range [126].

5.3 Theoretical background

5.3.1 Boundary conditions by Bethe

Let us assume that a linearly polarized electromagnetic wave with a wavelength of λ for z < 0

propagates along the z-direction toward a metallic slit with a width of d and a length of L located at

z = 0. Then the diffracted field through the slit can be explained by Kirchhoff’s diffraction theory

providing that the width d of the slit is large enough compared with the wavelength λ (d� λ) [12,27].

We consider a metallic sub-wavelength slit with a width of d and a length of L assuming that d is

sufficiently small compared to L and λ (d � L, λ). Although the Kirchhoff’s theory fails in the sub-

wavelength region, we can extrapolate the behavior of the diffracted electric field (E field) corresponding

to the slit direction according to the waveguide theory [12,116,122,123]. The waveguide theory predicts

that the E field perpendicular to the slit direction for θ = π/2 can propagate into the slit because the

cutoff frequency is proportional to 1/L. However, the electric field parallel to the slit direction for θ = 0

is difficult to propagate by the same analogy [12].1 In contrast to the E field, the magnetic field (H field)

perpendicular or parallel to the slit direction is always considered as constant over the slit due to the

boundary condition [116,122,123], which is described in detail below.

Corresponding to the electromagnetic wave theory [12, 13], the boundary conditions between two

1Let us assume that a linearly polarized electromagnetic wave with a wavelength of λ for z < 0 propagates along
the z-direction through a metallic slit with a width of d and a length of L (d � L) located at z = 0. According to the
electromagnetic theory [12] (in p. 361), TE modes in a rectangular waveguide with inner dimensions L and d are then
induced by the z component of the H field given by

Hz(x, y) = H0 cos
(mπx

L

)
cos
(nπy

d

)
, (5.1)

which leads to E fields in the direction of x and y given by [12,13] (Jackson pp. 360-362, Griffiths pp. 366-367)

Ex =
iωµ

γ2

∂

∂y
Hz , Ey = −

iωµ

γ2

∂

∂x
Hz (5.2)

with
γ2 = µεω2 − k2. (5.3)

By the boundary condition, the cutoff frequency ωmn is then obtained, giving [12,13] (same pages)

ωmn =
γmn
√
µε

=
π
√
µε

√
m2

L2
+
n2

d2
. (5.4)

The lowest cutoff frequency that occurs at (m, n) = (1, 0) becomes

ω10 =
π
√
µε

1

L
, (d� L), (5.5)
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Perfect
conductor

Perfect
conductor

Radius
=a

In
the hole

Outside
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(a) (b)

Figure 5.2: (a), (b) Red dotted rectangular boxes represent the boundary section for the boundary
condition. Tangential and normal components are in the direction of x and z, respectively.

different media are obtained in terms of their normal and tangential components given by

Tangential components (t): n̂× (E2 −E1) = 0, n̂× (H2 −H1) = K, (5.7)

Normal components (n): n̂ · (D2 −D1) = σ, n̂ · (B2 −B1) = 0, (5.8)

where σ, K, n̂ are the surface charge density, the surface current and a normal unit vector pointing from

medium 1 to medium 2, respectively.

Let H0 and E0 be the initial H field and E field for z < 0 on the left-hand side of the perfect

conductor screen at z = 0 if there is no hole as shown in Fig. 5.2(a). Provided EC and HC denote the E

field and H field in the conductor, there are no E field and H field in the perfect conductor, which leads

to the boundary conditions between the conductor and free space as

n̂× (��*
0

EC −E0) = 0, (5.9a)

(��
�*0

HC −H0) · n̂ = 0, (5.9b)

so that

E0t = 0, H0n = 0. (5.10)

We therefore obtain the initial electromagnetic field H0 and E0 fields which can be reduced as only

having tangential and normal components, respectively, with respect to the plane of incidence given by

E0 = E0n, H0 = H0t. (5.11)

which leads to the conclusion that there is only an E field polarized in the y direction (Ey in Eq. (5.2)) since Hz =
H0 cos(πx/L) gives rise to ∂Hz/∂y = 0. In other words, the incident E field perpendicular to the slit orientation can well
propagate through the slit due to the lowest cutoff frequency. Note that the lowest cutoff frequency in free space for d� L
is expressed as

ω10 =
π

√
µ0ε0

1

L
= π

c

L
∝

c

L
. (5.6)

However, since Hz = H0 cos(πy/d) for (m, n) = (0, 1) leads ∂Hz/∂x = 0, there is only E field polarized in the x
direction (Ex in Eq. (5.2)), which implies that the E field parallel to the slit orientation is difficult to propagate through
the slit due to the cutoff frequency ω01 = π/(d

√
µε) that is much higher than ω10.
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5.3.1.1 Bethe’s zero-order approximation

As described in the earlier section, the E and H fields for z > 0 become zero if there is no hole

in the screen2, where the field for z > 0 in this case is called as “the zero-order field,” or “the zero

approximation” or “the zero-order approximation” by other researchers [116,117]. We therefore see that

the zero-order approximation satisfies the boundary conditions everywhere on the screen (z = 0) [116].

Let us now assume that there is a small hole with radius of a on the screen as described in Fig. 5.2(b).

Note that the radius of a that is sufficiently small compared to λ of the incident field and the thickness

of the screen is sufficiently thick compared to the skin-depth of the incident field.3 Since the hole is

very small compared to λ of the incident field, the zero-order approximation can be considered as trial

solutions of the E and H fields for z > 0. By Eqs. (5.7) and (5.8), we find that boundary conditions in

the hole are given by

Ht

∣∣∣
left-side of the screen

= Ht

∣∣∣
right-side of the screen

, (5.12)

En

∣∣∣
left-side of the screen

= En

∣∣∣
right-side of the screen

. (5.13)

It should be noted that the field components on the right-side of the screen have to vanish according to

the zero-order approximation, in which leads to inconsistent results such that the field components on

the left-side of the screen in Eqs. (5.12) and (5.13) become zero. In other words, there are non-zero fields

at z < 0 and zero fields at z > 0; this gives us discontinuous boundary conditions at z = 0 [116].

5.3.1.2 Bethe’s first-order approximation

In order to eliminate the discontinuity in the hole that occurs from the zero-order approximation,

Bethe added the scattered field (E1, H1) on the left-hand side of the screen and the diffracted field

(E2, H2) on the right-hand side of the screen [116, 117]. If we treat (E1, H1) as the scattered field

propagating in the −z direction and (E2, H2) as the diffracted field propagating in the +z direction

both of which are originating from the origin z = 0 for the sake of understanding [117], we can imagine

that H1, E1 and H2, E2 are induced from the left-hand side and the right-hand side of the screen,

respectively, as described in Fig. 5.3. This assumption by Bethe’s intuition is called as “Bethe’s first-

order approximation” [117]. So, the actual field can be then expressed as

H =

{
H0 +H1 for z < 0,

H2 for z > 0,
E =

{
E0 +E1 for z < 0,

E2 for z > 0.
(5.14)

From Eq. (5.7), the boundary condition in the hole becomes

n̂×
[
E2 − (E0 +E1)

]
= 0, (5.15)

which leads to

E2t =��*
0

E0t + E1t, (5.16)

so that

E2t = E1t (in the hole, at z = 0). (5.17)

2The electromagnetic field through the screen becomes zero because of the skin depth.
3See Griffiths pp. 347-348 [13].
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At z = 0 outside the hole, we also find from Eq. (5.7) that

n̂×
[
��*

0
EC − (E0 +E1)

]
= 0

= n̂× (E2 −��*
0

EC),

(5.18)

which implies that

E2t =��*
0

E0t + E1t, E2t = 0, (5.19)

so that

E2t = E1t = 0 (outside the hole, at z = 0). (5.20)

(a) (b)

(c)
screen

screen

screen

Figure 5.3: Schematic representations for the scattered field (E1, H1) and the diffracted field (E2, H2)
propagating in (a) the normal direction, (b) the inclined direction and (c) the overall direction (upper
half-plane) from the origin z = 0.
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We then find from Eqs. (5.17) and (5.20) that the tangential components of E fields for the trial solution

for ∀z > 0, ∀x and y can be written as [116]

E1x(x, y,−z) = E2x(x, y, z) (5.21)

noting that this equation is even in z and satisfied correspondingly for the y component.

In a similar fashion, the boundary conditions for the normal components in the hole as well as at

z = 0 outside the hole are obtained as follows: In the hole, we see by Eq. (5.8) that

n̂ ·
[
B2 − (B0 +B1)

]
= 0, (5.22)

which implies that

H2n =��
�*0

H0n +H1n = H1n (in the hole, at z = 0), (5.23)

where Bj = µjHj and the relation µ1 = µ2 = µ0 in the hole is used.4 Furthermore, at z = 0 outside the

hole, we find by Eq. (5.8) that

n̂ ·
[
��*

0
BC − (B0 +B1)

]
= 0,

= n̂ · (B2 −��*
0

BC)

(5.24)

which becomes

B2n =�
��*

0
B0n +B1n, B2n = 0, (5.25)

so that

H2n = H1n = 0 (outside the hole, at z = 0), (5.26)

where Bj = µjHj with µ1 = µ2 = µ0. By analogy with Eq. (5.21), we find by Eqs. (5.23) and (5.26) that

the normal components of the H fields for the trial solution for ∀z > 0, and ∀x and y can be written in

the form [116]

H1z(x, y,−z) = H2z(x, y, z). (5.27)

Since we treat (E1, H1) as the scattered field propagating in the −z direction and (E2, H2) as

the diffracted field propagating in the +z direction with respect to the origin z = 0, the trial solution

Eq. (5.21) will make5 [116]

H1x(x, y,−z) = −H2x(x, y, z) for ∀z > 0, and ∀x, y (5.28)

and Eq. (5.27) will further make [116]

E1z(x, y,−z) = −E2z(x, y, z) for ∀z > 0, and ∀x, y, (5.29)

where these results is easily seen if E1 and E2 are symmetrical and H1 and H2 are anti-symmetrical

with respect to the xy plane perpendicular to the z axis [117].

4µ = µ0 means that the material is a non-magnetic material.
5If we treat (E1, H1) as the scattered field propagating toward the −z direction and (E2, H2) as the diffracted field

propagating toward the +z direction from the origin (z = 0) for the sake of understanding, we can see by the boundary
condition of in Griffiths [13] pp. 343-344 (or Griffiths 3rd edition p. 389) that the scattered and the diffracted E fields are
in phase as described in Fig. 5.3.
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According to Bethe’s first-order approximation [116], all the boundary conditions for E1 and H1 are

satisfied if E2 satisfies the boundary condition Eq. (5.20) and if we put the trial solutions with relations

in Eqs. (5.21), (5.27), (5.28), and (5.29) for z > 0. Note that (E1, H1) and (E2, H2) are utilized

to eliminate the discontinuity in the boundary conditions occurring at the edge of the hole [116, 117].

Since the boundary conditions should be continuous in the hole (i.e. at z = 0), we need to consider the

boundary conditions for the tangential components of the H fields and the normal components of the E

fields in the hole. By comparing the tangential components of H fields in the hole, we get

n̂×
[
H2 − (H0 +H1)

]
=��>

0
K, (5.30)

which leads to

H2t = H0t +H1t (in the hole, at z = 0). (5.31)

By comparing the normal components of E fields in the hole, we also find that

n̂ ·
[
D2 − (D0 +D1)

]
=��>

0
σ, (5.32)

which becomes

E2n = E0n + E1n (in the hole, at z = 0), (5.33)

where Dj = εjEj and the relation ε1 = ε2 = ε0 is used.

We therefore find by substituting Eq. (5.28) into Eq. (5.31) that6 [116]

H2t = H0t +H1t = H0t −H2t, (5.34)

which implies that

H2t =
1

2
H0t. (5.35)

We also find by substituting Eq. (5.29) into Eq. (5.33) that [116]

E2n = E0n + E1n = E0n − E2n, (5.36)

so that

E2n =
1

2
E0n. (5.37)

Since Eqs. (5.35) and (5.37) are regardless of the shape and size of the hole, so we can apply this condition

to the case of a single slit as well as a hole. For this reason, the constant H field is regardless of the

slit direction when the incident field is a transverse field [116, 122, 123]. It is noted that H0 and E0 are

considered as constants over the hole since the radius of the hole is small enough compared to λ [116].

5.3.2 Bethe’s diffraction theory by a small hole

5.3.2.1 Maxwell’s equations by Stratton

When the incident H field H0 is perpendicular to the slit direction, the diffracted E field can be

understood by the radiation occurring from the magnetic dipole moment at the far field zone [12,116]. In

6Note that Eqs. (5.21), (5.27), (5.28), and (5.29) are defined for z > 0. However, since the boundary conditions z = 0
should be continuous in the hole, the relations for z > 0 and z = 0 obtained by the boundary conditions should coincide
at z = 0.
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order to explain the the magnetic dipole radiation, Bethe used concepts of the magnetic charge density as

well as the magnetic current density from J. A. Stratton’s paper [116,127]. According to Stratton [127],

Maxwell’s equations can be written in the forms [116,127]

∇ ·E =
ρ

ε
, ∇×E = −

[
Jm +

∂B

∂t

]
, (5.38)

∇ ·H =
ρm

µ
, ∇×H = J +

∂D

∂t
, (5.39)

where ρ and J are the electric volume charge density and the electric volume current density. Note that

ρm and Jm represent the magnetic volume charge density and the magnetic volume current density.

If there are no electric current and no electric charge, Maxwell’s equations become

∇ ·E = 0, ∇×E = −
[
Jm +

∂B

∂t

]
, (5.40)

∇ ·H =
ρm

µ
, ∇×H =

∂D

∂t
. (5.41)

According to electromagnetic theory [12, 13], the B field and E field can be expressed in terms of the

electric vector potential (A) and the scalar potential (Φ) as

B = ∇×A, E = −∇Φ− ∂

∂t
A. (5.42)

In a similar fashion, the D field can be written by introducing the magnetic vector potential (Fm)

as [116]

D = ∇× Fm, (5.43)

which automatically satisfies

∇ ·D = ∇ · (∇× Fm) = 0, (5.44)

so that ∇ ·E = 0 in Eq. (5.40). By substituting Eq. (5.43) into the H field in Eq. (5.41), we obtain

∇×H =
∂

∂t
(∇× Fm), (5.45)

which implies that

∇×
[
H − ∂

∂t
Fm

]
= 0. (5.46)

By introducing the magnetic scalar potential (Φm) in analogy to the electric potential, we then ob-

tain7 [116]

H − ∂

∂t
Fm = −∇Φm.

(
H = −∇Φm +

∂

∂t
Fm

)
(5.47)

Noting that the magnetic scalar potential or the magnetic vector potential satisfies the wave equation

in analogy with the electric case [12,127], we find by substitutingE intoD/ε,B into µH, and multiplying

7See Jackson [12] p. 239.
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the resulting equation by ε in the curl-E in Eq. (5.40) that8

∇×D = −εJm − µε
∂

∂t
H. (5.48)

By substituting Eqs. (5.43) and (5.47) into Eq. (5.48), we obtain

∇× (∇× Fm) = −εJm − µε
∂

∂t

[
−∇Φm +

∂

∂t
Fm

]
, (5.49)

which implies that

∇(∇ · Fm)−∇2Fm = ∇
[
µε

∂

∂t
Φm

]
− µε ∂

2

∂t2
Fm − εJm, (5.50)

so that

∇2Fm − µε
∂2

∂t2
Fm = εJm +∇

[
∇ · Fm − µε

∂

∂t
Φm

]
. (5.51)

We therefore find by considering the Lorentz condition that 9 [12]

∇2Fm(x, t)− µε ∂
2

∂t2
Fm(x, t) = εJm(x, t), (5.52)

where

∇ · Fm − µε
∂

∂t
Φm = 0. (5.53)

We also find by substituting Eqs. (5.47) and (5.53) into the divergence-H in Eq. (5.41) that

ρm

µ
= ∇ ·

[
−∇Φm +

∂

∂t
Fm

]
= −∇2Φm +

∂

∂t
(∇ · Fm) = −∇2Φm + µε

∂2

∂t2
Φm, (5.54)

which leads to the result

∇2Φm(x, t)− µε ∂
2

∂t2
Φm(x, t) = −ρm(x, t)

µ
. (5.55)

Provided the charge density and the current density given by ρm(x′, t′) = ρm(x′)e−iωt
′

and

Jm(x′, t′) = Jm(x′)e−iωt
′

[12] (Jackson p. 407) varies sinusoidally with time, the retarded solutions for

Eqs. (5.52) and (5.55) can be written through the use of the Green function as (detailed in section A.5)

Φm(x, t) =
1

4π

∫
d3x′

[ρm(x′, t′)/µ]ret

R
, (5.56)

Fm(x, t) =
1

4π

∫
d3x′

[−εJm(x′, t′)]ret

R
, (5.57)

8

∇×E = −
[
Jm +

∂B

∂t

]
,

⇔ ∇×
D

ε
= −

[
Jm + µ

∂

∂t
H

]
,

which implies that Eq. (5.48).
9See Jackson [12] p. 240.
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which further makes

Φm(x, t) =
1

4πµ

∫
d3x′

[ρm(x′, t′)]ret

R

=
1

4πµ

∫
d3x′

ρm(x′)e−iωt
′

R
δ

[
t′ −

(
t− R

v

)]
,

(5.58)

and

Fm(x, t) = − ε

4π

∫
d3x′

[Jm(x′, t′)]ret

R

= − ε

4π

∫
d3x′

[Jm(x′)e−iωt
′
]

R
δ

[
t′ −

(
t− R

v

)]
,

(5.59)

so that

Φm(x, t) =
1

[4πµ]

∫
d3x′ ρm(x′)

eiω
R
v

R
e−iωt, (5.60)

Fm(x, t) = −
[ ε

4π

] ∫
d3x′ Jm(x′)

eiω
R
v

R
e−iωt, (5.61)

where R = |R| = |x − x′|, x is the field point, x′ is the source point and µε = 1/v2. Note that [ ] is

presented only in SI units. If the magnetic current and charge density exist only on the surface, we find

by replacing Jm with the magnetic surface current density Km and ρm by the magnetic surface charge

density ηm that [116]

Φm(x, t) =
1

[4πµ]

∫
d2x′ ηm(x′)

eikR

R
e−iωt, (5.62)

Fm(x, t) = −
[ ε

4π

] ∫
d2x′ Km(x′)

eikR

R
e−iωt, (5.63)

which lead to the results

Φm(x) =
1

[4πµ]

∫
d2x′ ηm(x′) φ(x, x′), (5.64)

Fm(x) = −
[ ε

4π

] ∫
d2x′ Km(x′) φ(x, x′) (5.65)

with

φ(x, x′) =
eikR

R
, (5.66)

where k = ω/v.

By using these results, the explicit expressions for the magnetic and electric fields can be obtained.

We then find from Eq. (5.47) that

H(x, t) = −∇Φm +
∂

∂t
Fm

= −e
−iωt

4πµ
∇
∫
d2x′ ηm(x′)

eikR

R
− ε

4π

∫
d2x′ Km(x′)

eikR

R
·
[
∂

∂t
e−iωt

]
= −e

−iωt

4πµ
∇
∫
d2x′ ηm(x′)

eikR

R
+ iω

ε

4π

∫
d2x′ Km(x′)

eikR

R
· e−iωt

=
1

4π

∫
d2x′

{
− 1

µ
∇
[
ηm(x′) φ(x,x′)

]
+ iωε Km φ(x,x′)

}
e−iωt. (5.67)
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Noting that the gradients ∇ are taken with respect to the field point x, we find that the integrand in

this equation becomes [116]

∇
[
ηm(x′) φ(x,x′)

]
= ηm(x′) ∇φ(x,x′), (5.68)

which leads to the H field, yielding

H(x, t) =
1

4π

∫
d2x′

{
− 1

µ
ηm(x′) ∇φ(x,x′) + iωε Km φ(x,x′)

}
e−iωt, (5.69)

so that we obtain the explicit expression for the H field, giving [116]

H(x) =
1

[4π]

∫
d2x′

{
iω[ε] Km φ(x,x′)− 1

[µ]
ηm(x′) ∇φ(x,x′)

}
, (5.70)

where the integral is to be performed over the area of the hole.

In addition to the H field, we also find from Eq. (5.43) that

D(x, t) = ∇× Fm

= − ε

4π
∇×

∫
d2x′ Km(x′)

eikR

R
e−iωt,

= − ε

4π

∫
d2x′ ∇× [Km(x′) φ(x,x′)] e−iωt. (5.71)

Noting that the gradients ∇ are taken with respect to the field point x, we find that the integrand in

this equation becomes [116]

∇× [Km(x′) φ(x,x′)] = ∇φ(x,x′)×Km(x′) + φ(x,x′)���
���

�:0
∇×Km(x′)

= −Km(x′)×∇φ(x,x′), (5.72)

which leads to the D field, giving

D(x, t) =
ε

4π

∫
d2x′ Km(x′)×∇φ(x,x′)e−iωt (5.73)

which implies that

D(x) =
ε

4π

∫
d2x′ Km(x′)×∇φ(x,x′). (5.74)

Furthermore, we find by substituting εE into D that the explicit expression for the E field is given

by [116]

E(x) =
1

[4π]

∫
d2x′ Km(x′)×∇φ(x,x′), (5.75)

where the integral is to be performed over the area of the hole.

Hereafter, x and r represent an any position vector on (x, y, z) and (x, y), respectively, or

x = (x, y, z),

r = (x, y) = (x, y, z = 0).
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5.3.2.2 Continuity equation

The continuity equation can be obtained by taking the divergence of ∇×E in Eq. (5.38), giving

∇ · (∇×E) = −∇ ·
[
Jm +

∂B

∂t

]
= −∇ · Jm −

∂

∂t��
��
�*
ρm(

∇ ·B
)

= −∇ · Jm −
∂

∂t
ρm.

(5.76)

Noting that ∇·(∇×E) = 0 is the identical equation, we find from Eq. (5.76) that the continuity equation

is given by [116]

∇ · Jm(x, t) +
∂

∂t
ρm(x, t) = 0, (5.77)

which implies that10

∇ · Jm(x) = iωρm(x), (5.79)

where Jm(x, t) = Jm(x)e−iωt and ρm(x, t) = ρm(x)e−iωt. Analogous to Eq. (5.79), the continuity

equation for the case when the magnetic current and charge density are located on a surface can be

written as

∇ ·Km(x) = iωηm(x). (5.80)

5.3.2.3 Magnetic surface charge density ηm

We now recall from Eq. (5.70) the expression for H field, giving

H(x) =
1

4π

∫
d2x′

{
iωε Km φ(x,x′)− 1

µ
ηm(x′) ∇φ(x,x′)

}
, (5.81)

which can be rewritten in free space as

H(x) =
c2

4π

∫
d2x′

{
i
ω

c
ε0
Km

c
φ(x,x′)− 1

c2µ0
ηm(x′) ∇φ(x,x′)

}
=
c2ε0
4π

∫
d2x′

{
ik0

Km

c
φ(x,x′)− ηm(x′) ∇φ(x,x′)

}
,

(5.82)

where ε = ε0 in free space, k0 = ω/c and µ = µ0 for the non-magnetic materials. Here, since the radius a

of the hole is sufficiently small compared to the wavelength λ of the incident wave, the phase difference

between x on the screen at z � 0 and x′ in the hole induced by the phase retardation eikR in φ may be

very small, so the retardation (eikR) can be neglected.11 We find from Eq. (5.80) that K is of the order

ωηa, since it is easily seen that if Km = x̂K, then ∇ ·Km(x) = ∇ · x̂K leads to ∂
∂xK = iωηm, such that

K = iω
∫
ηmdx, where the integral is integrated over the boundary of the hole. Furthermore, we find

10

∇ · Jm(x, t) +
∂

∂t
ρm(x, t) = ∇ · Jm(x)e−iωt + ρm(x)

∂

∂t
e−iωt

= e−iωt [∇ · Jm(x)− iωρm(x)] = 0, (5.78)

which implies that Eq. (5.79).
11Let us assume that δ1 is the phase difference between x1 on the screen at z � 0 and x′

1 in the hole. Similarly, let δ2
be the phase difference between x1 on the screen at z � 0 and x′

2 in the hole. Since the radius a of the hole is sufficiently
small compared to the wavelength λ of the incident wave, x′

1 is nearly the same as x′
2, which leads to the same phase

retardation. In other words, the phase retardation can be neglected.
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from Eq. (5.82) that [
k0
Km

c
φ

]
order

= k0
ωηa

c
φ = k2

0ηaφ,

[
ηm∇φ

]
order

= η
φ

a
, (5.83)

which implies that the first term of Eq. (5.82) is of the order of (k0a)2 times the second term of

Eq. (5.82) [116]. The first term of Eq. (5.82) can thus be also neglected. We therefore find that Eqs. (5.64)

and (5.81) then reduce to12 [116]

Φm(x) =
1

4πµ

∫
d2x′ ηm(x′)

1

|x− x′|
, (5.84)

H(x) = − 1

4πµ

∫
d2x′ ηm(x′) ∇

( 1

|x− x′|

)
= −∇Φm(x). (5.85)

Since the tangential component of H should be constant over the hole according to the boundary

condition in Eq. (5.35), Eq. (5.85) can be written in the form

(H2t =) Ht(x) =
1

2
H0, (5.86)

where H0 is a constant vector tangential to the hole.13 If Φm(x) is given by [116]

Φm(x) = −1

2
H0 · x

= −1

2
(x̂H0x + ŷH0y) · (x̂ x+ ŷ y + ẑ z)

= −1

2
(H0xx+H0yy), (5.87)

where H0x and H0y are constants with a relation
√
H2

0x +H2
0y = H0, we then see from Eq. (5.85) that

∇Φm(x) = −1

2

[
x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

](
H0xx+H0yy

)
= −1

2
(x̂H0x + ŷH0y) = −1

2
H0, (5.88)

which leads to Eq. (5.86) 14

Ht(x) = −∇Φm(x) =
1

2
H0. (5.89)

Using this result, we therefore find from Eq. (5.84) that

Φm(x) =
1

4πµ

∫
d2x′ ηm(x′) ϕ(x,x′) = −1

2
H0 · x, (5.90)

which tells us that Φm as well as H can be obtained when we know the magnetic charge density ηm.

Since Φm, ∇Φm and Ht are tangential to the hole, the results given by Eqs. (5.87), (5.88), (5.89), and

12H field may be considered as the magneto-static field by the charge density ηm [116].
13See below Eq. (5.37).
14From Eq. (5.85), the tangential component of the H field is the tangential component of the gradient of Φm. Since

H0 is only composed of tangential components, the gradient of Φm becomes a vector with tangential components only.
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(5.90) can be rewritten as

(H2t =) Ht(r) =
1

2
H0, (5.91)

Φm(r) = −1

2
H0 · r = −1

2
(H0xx+H0yy), (5.92)

∇Φm(r) = −1

2
(x̂H0x + ŷH0y) = −1

2
H0, (5.93)

Ht(r) = −∇Φm(r) =
1

2
H0, (5.94)

Φm(r) =
1

4πµ

∫
d2x′ ηm(r′) ϕ(r, r′) = −1

2
H0 · r, (5.95)

where x′ = r′ is the source point over the hole and x→ r represents the field point on the xy plane.15

A constant H field in the hole can be produced by an ellipsoidal magnetic dipole distribution having

the same direction of the magnetic field [116]. The magnetic charge distribution on an ellipsoid having a

height of h along the z-axis as in Fig. 5.4(a) will be identical to the surface charge distribution provided

that h is sufficiently small [116]. The cross section of the ellipsoid in the xy plane will be a hole with a

radius of a. We then find that the equation for the ellipsoid with h� a is given by

x′2

a2
+
y′2

a2
+
z′2

h2
= 1, (5.96)

which implies that the ordinate of the ellipsoid in Fig. 5.4(a) can be expressed as

z′ = h

√
1− x′2

a2
− y′2

a2
=
h

a

√
a2 − (x′2 + y′2), (5.97)

where (x′, y′ , z′) represents a source point. By taking the divergence of both sides of Eq. (5.97), we

obtain

∇′z′ =
h

a
∇′
[
a2 − (x′2 + y′2)

]1/2
=
h

a

[
r̂′
∂

∂r′
+ θ̂′

1

r′
∂

∂θ′
+ ẑ′

∂

∂z′

] [
a2 − r′2

]1/2
=
h

a
r̂′

1

2

[
a2 − r′2

]1/2
(−2)r′ = −r̂′h

a

r′√
a2 − r′2

, (5.98)

where r′2 = x′2 + y′2 and the cylinderical coordinates are used. We thereby find from Eq. (5.98) that

the gradient of z′ make a vector in the direction of r̂′, i.e. the normal direction to the surface of the

ellipsoid. Since the electric surface charge density σ = P · n̂ is proportional to E · n̂,16 we thus deduce

that ηm is proportional to the equation given by [116]

ηm(x′) ∝H0 · ∇′
√
a2 − r′2 = − H0 · r′√

a2 − r′2
, (5.99)

where r′ = r̂′r′. The magnetic charge density can then be obtained by determining a proportional

constant C, to yield

ηm(r′) = −C H0 · r′√
a2 − r′2

. (5.100)

15These results come from Eq. (5.92) because Eq. (5.92) is satisfied through the substitution x→ r due to the tangential
H0 field comprised of two dimensional components.

16See Jackson [12] p. 153 and Griffiths [13] p. 153 (Griffiths 3rd edition pp. 167-168).
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Figure 5.4: (a) The magnetic surface charge density ηm over the hole. (b) Representation for the integral
in Eq. (5.101).

By substituting Eq. (5.100) into Eq. (5.95), we find that

Int = C
1

4πµ

∫
d2x′

[
H0 · r′√
a2 − r′2

]
1

|r − r′|
=

1

2
H0 · r, (5.101)

where x′ = r′ is the source point over the hole. By introducing ρ = |r − r′| = |r′ − r| and the angle β

between two vectors r′ − r and r, we obtain [116]

H0 · ρ = H0 · (r′ − r) = H0ρ cos(α− β), (5.102)

where α is the angle between x and H0. All the parameters are illustrated in Fig. 5.4(b). Through the

use of a change of variables, the area element in Eq. (5.101) can be expressed in terms of ρ and β as

follows: d2x′ → dβ dρ ρ. We then find by a change of variables and substituting Eq. (5.102) into the

left-hand side of Eq. (5.101) that [116]

Int = C
1

4πµ

∫
d2x′

H0 · r′√
a2 − r′2

1

ρ

= C
1

4πµ

∫ 2π

0

dβ

∫ ρ(β)

0

dρ �ρ
H0 · r +H0ρ cos(α− β)√

a2 − r′2
1

�ρ

= C
1

4πµ

∫ 2π

0

dβ

∫ ρ(β)

0

dρ

[
H0 · r√
a2 − r′2

+
H0ρ cos(α− β)√

a2 − r′2

]
. (5.103)

Let us now consider in detail the situation in Fig. 5.4(b). The two integrals in Eq. (5.103) can be

solved by integration along a whole chord such as RS [116]. We find from Fig. 5.4(b) that [116]

a2 − r′2 = a2 − (OQ
2

+ QT
2
) = (a2 −OQ

2
)−QT

2

= QS
2 −QT

2 ≡ s2 − ξ2,
(5.104)

QT ≡ ξ = QP + PT = r cosβ + |r′ − r| = r cosβ + ρ, (5.105)
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where s ≡ QS is the half the length of the chord and ξ ≡ QT goes from −s to s. By using a change of

variables in Eqs. (5.104) and (5.105), we obtain

Int = C
1

4πµ

∫ π

0

dβ

∫ s

−s
dξ

[
H0 · r√
s2 − ξ2

+
H0ρ cos(α− β)√

s2 − ξ2

]

= C
1

4πµ

[∫ π

0

dβ H0 · r
∫ s

−s
dξ

1√
s2 − ξ2

+H0

∫ π

0

dβ cos(α− β)

∫ s

−s
dξ

ρ√
s2 − ξ2

]
,

(5.106)

where
∫ 2π

0
dβ
∫ ρ

0
dρ →

∫ π
0
dβ
∫ s
−s dξ. Here the first integral with respect to ξ can be solved by taking

ξ = s sin t such that dξ = s cos t dt, which gives t = −π/2 for ξ = −s and t = π/2 for ξ = s. This leads

to the result ∫ s

−s
dξ

1√
s2 − ξ2

=

∫ π/2

−π/2
s cos t dt

1√
s2 − s2 sin2 t

=

∫ π/2

−π/2
cos t dt

1√
1− sin2 t

=

∫ π/2

−π/2
���cos t dt

1

���cos t

=
π

2
− (−π)

2
= π. (5.107)

In a similar fashion, the second integral with respect to ξ can be solved by taking t = s2 − ξ2 such that

−2ξ dξ = dt → ξ dξ = −(1/2)dt, which gives t = 0 for ξ = −s and t = 0 for ξ = s. We thus find from

Eq. (5.105) that∫ s

−s
dξ

ρ√
s2 − ξ2

=

∫ s

−s
dξ

ξ − r cosβ√
s2 − ξ2

=

∫ s

−s
dξ

ξ√
s2 − ξ2

− r cosβ

∫ s

−s
dξ

1√
s2 − ξ2

= −
�
��

�
��*

0∫ 0

0

1

2
dt

1√
t
− r cosβ

∫ s

−s
dξ

1√
s2 − ξ2

= −πr cosβ. (5.108)

The integral in Eq. (5.106) can therefore be solved to obtain

Int =
C

4πµ

[∫ π

0

dβ H0 · r

{∫ s

−s
dξ

1√
s2 − ξ2

}
+H0

∫ π

0

dβ cos(α− β)

{∫ s

−s
dξ

ρ√
s2 − ξ2

}]

=
C

4πµ

[
π

∫ π

0

dβ H0 · r − πH0r

∫ π

0

dβ cos(α− β) cosβ

]
=

Cπ

4πµ

[
H0 · r

∫ π

0

dβ −H0r

∫ π

0

dβ cos(α− β) cosβ

]
, (5.109)

where the last integral is evaluated as17

∫ π

0

dβ cos(α− β) cosβ =

∫ π

0

dβ
[
(cosα cosβ + sinα sinβ) cosβ

]
=

∫ π

0

dβ
[

cosα cos2 β + sinα sinβ cosβ
]

= cosα

∫ π

0

dβ cos2 β + sinα
���

���
���:

0∫ π

0

dβ sinβ cosβ =
π

2
cosα, (5.110)

17See Eqs. (C.70d) and (C.70f) in section C.
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yielding

Int =
Cπ

4πµ

[
H0 · r

∫ π

0

dβ − π

2
H0r cosα

]
=

Cπ

4πµ

[
πH0 · r −

π

2
H0r cosα

]
=

Cπ

4πµ

[
πH0r cosα− π

2
H0r cosα

]
=

C

[4πµ]

π2

2
H0r cosα.

(5.111)

We hence find from Eq. (5.101) through Eq. (5.111) that

Int =
C

[4πµ]

π2

2
H0r cosα =

1

2
H0r cosα, (5.112)

yielding

C =
[4πµ]

π2
, (5.113)

so that we find from Eq. (5.100) that the magnetic surface charge density ηm is given by

ηm(r′) = − [4πµ]

π2

H0 · r′√
a2 − r′2

. (5.114)

5.3.2.4 Magnetic surface current density Km

Let us recall from Eq. (5.80) that the expression for the continuity equation induced by the magnetic

current and charge density can be written as

∇ ·Km(x) = iωηm(x). (5.115)

Since the magnetic current and charge densities are confined in the region of the hole, Eq. (5.115) can

be explicitly expressed through the substitution x → r′ as ∇ ·Km(r′) = iωηm(r′). We then find that

the both sides of Eq. (5.115) become

∇ ·Km(r′) =

[
x̂′
∂

∂x
+ ŷ′

∂

∂y′

]
· (x̂′Kx′ + ŷ′Ky′)

=
∂

∂x′
Kx′ +

∂

∂y′
Ky′ ,

(5.116)

iωηm(r′) = −iω [4πµ]

π2

(H0x′ +H0y′) · (x̂′x′ + ŷ′y′)√
a2 − r′2

= −iω [4πµ]

π2

[
H0x′x

′
√
a2 − r′2

+
H0y′y

′
√
a2 − r′2

]
,

(5.117)

which implies that18

∂

∂x′
Kx′ = −iω [4πµ]

π2

H0x′x
′

√
a2 − r′2

, (5.118)

∂

∂y′
Ky′ = −iω [4πµ]

π2

H0y′y
′

√
a2 − r′2

. (5.119)

18The reason for obtaining Eqs. (5.118) and (5.119) from Eqs. (5.116) and (5.117) is as follows: If f(x′, y′) is defined
as

f(x′, y′) =
√
a2 − x′2 − y′2,

we then find that
∂

∂x′
f(x′, y′) =

−x′√
a2 − x′2 − y′2

,
∂

∂y′
f(x′, y′) =

−y′√
a2 − x′2 − y′2

.
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Integrating both sides of Eq. (5.118), we get

Kx′(x
′, y′) = −iω [4πµ]

π2
H0x′

∫
dx′

x′√
a2 − x′2 − y′2

, (5.120)

where H0x′ and H0y′ are constants. By taking a2 − x′2 − y′2 = t such that −2x′dx′ = dt, the integral is

evaluated as19

Kx′(x
′, y′) = iω

[4πµ]

π2
H0x′

√
a2 − x′2 − y′2, (5.121)

and correspondingly for the y′ component in Eq. (5.119). We thus find that the magnetic surface current

density is given by [116]

Km(r′) = x̂′Kx′ + ŷ′Ky′

= iω
[4πµ]

π2

√
a2 − x′2 − y′2 (x̂′H0x′ + ŷ′H0y′)

= iω
[4πµ]

π2

√
a2 − r′2 H0. (5.122)

5.3.2.5 Additional magnetic surface current density Ke

We recall the expression for the electric field in Eq. (5.75), giving

E(x) =
1

4π

∫
d2x′ Km(r′)×∇φ(x, r′), (5.123)

where x′ = r′ is the source point over the hole. Since Km in Eq. (5.122) is of the order ωaH0, ∇φ is of

the order 1/a2 (φ ' 1/r so that ∂
∂xφ ' −1/r2), and the integral Eq. (5.123) goes over an area of order

a2, one may find that the resultant order obtained by substituting Km in Eq. (5.122) into Eq. (5.123) is

[ωaH0]× [1/a2]× [a2] = ωaH0, which is inconsistent with the order of the E field since the E field is of

the same order as H0 [116]. For this reason, Bethe added an additional magnetic surface current density

Ke that satisfies the boundary condition in Eq. (5.37) and does not contribute to the magnetic charge

density ηm. This can be mathematically expressed as [116]

∇ ·Ke(x) = 0, (5.124)

where this equation can be further expressed as ∇ ·Ke(r′) = 0 through the substitution x → r′ since

Ke should be tangential with respect to the hole [116].

Since the normal component of E should be constant over the hole by the boundary condition in

Eq. (5.37), Eq. (5.123) can then be written as

(E2n =) En(x) =
1

2
E0 =

1

2
(ẑE0), (5.125)

where E0 is considered as a constant, yielding the constant E0. Since the position vector is defined as

19

Kx′ (x
′, y′) = −iω

[4πµ]

π2
H0x′

∫
dt

(−1)

2

1
√
t

= iω
[4πµ]

π2

H0x′

2

1(
1

2

) t− 1
2

+1 = iω
[4πµ]

π2
H0x′

√
a2 − x′2 − y′2
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x = (x, y, z), we obtain20

∇×
[

1

4
E0 × x

]
=

1

2
E0 = En(x). (5.126)

We then find from Eq. (5.43) that the the vector potential is in the form21

Fm(x) =
ε

4
E0 × x. (5.128)

Here, the right-hand side of Eq. (5.128) can be evaluated as

E0 × x =

∣∣∣∣∣∣∣∣
x̂ ŷ ẑ

0 0 E0

x y z

∣∣∣∣∣∣∣∣ = (−1)1+1x̂(−E0y) + (−1)1+2ŷ(−E0x) + (−1)1+3 · 0 = −x̂ E0y + ŷ E0x, (5.129)

which implies that the vector potential Fm lies within the xy plane perpendicular to the z axis; in other

words, the vector potential Fm is tangential to the hole. Note that the following equation is evaluated

as

E0 × r =

∣∣∣∣∣∣∣∣
x̂ ŷ ẑ

0 0 E0

x y 0

∣∣∣∣∣∣∣∣ = (−1)1+1x̂(−E0y) + (−1)1+2ŷ(−E0x) + (−1)1+3 · 0 = −x̂ E0y + ŷ E0x, (5.130)

which gives the same result as in Eq. (5.129). For this reason, Eq. (5.128) is expressed through the

substitution x→ r as

Fm(r) =
[ε]

4
E0 × r. (5.131)

From Eq. (5.65), the vector potential Fm induced by the magnetic current density Ke can be written as

Fm(r) = −
[ ε

4π

] ∫
d2x′ Ke(r′)

1

|r − r′|
, (5.132)

where the retardation term eikR is neglected due to the same reason described in section 5.3.2.3. We

then find by substituting Eq. (5.131) into Eq. (5.132) that

Int = − 1

[4π]

∫
d2x′ Ke(r′)

1

|r − r|
=

1

4
E0 × r, (5.133)

where Ke can be decomposed into its x and y components as Ke = x̂Kx
e + ŷKy

e by noting that Ke

is tangential to the hole. Using Eq. (5.129) and comparing both sides of Eq. (5.133), the integral in

20If E0 = ẑE0 is a constant vector in the z direction and x = (x, y, z), we obtain

∇× (E0 × x) = E0(∇ · x)− x���
�: 0

(∇ ·E0) +��
���:

0
(x · ∇)E0 − (E0 · ∇)x

= E0

[(
x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

)
· (x̂x+ ŷy + ẑz)

]
−
[
ẑE0 ·

(
x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

)]
x

= E0(1 + 1 + 1)− E0
∂

∂z
(x̂x+ ŷy + ẑz) = 3E0 − E0ẑ = ẑ 2E0

which implies that

∇×
[

1

4
E0 × x

]
=

1

2
E0.

21We find from Eq. (5.43) that

E = ∇×
Fm

ε
. (5.127)

By comparing this equation with Eq. (5.126), we obtain Eq. (5.128).
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Eq. (5.133) is decomposed into its vector components as

1

[4π]

∫
d2x′ Kx′

e

1

|r − r′|
=

1

4
E0y, (5.134)

− 1

[4π]

∫
d2x′ Ky′

e

1

|r − r′|
=

1

4
E0x, (5.135)

The following equations can then be obtained by multiplying both sides of above equations by a factor

of 2, yielding

1

π2

∫
d2x′

[
2π2

[4π]
Kx′

e

]
1

|r − r′|
=

1

2
E0y, (5.136)

− 1

π2

∫
d2x′

[
2π2

[4π]
Ky′

e

]
1

|r − r′|
=

1

2
E0x, (5.137)

where each equation is familiar to Eq. (5.101). Recall that the magnetic scalar potential induced by ηm

has been represented as

Φm(r) =
1

π2

∫
d2x′

[
H0 · r′√
a2 − r′2

]
1

|r − r′|
=

1

2
H0 · r. (5.138)

Assuming H is tangential to the x axis in Fig. 5.4(a), Eq. (5.138) becomes

1

π2

∫
d2x′

[
H0x

′
√
a2 − r′2

]
1

|r − r′|
=

1

2
H0x. (5.139)

By analogy with Eq. (5.139), the vector components of Ke in Eqs. (5.136) and (5.137) can be written

as [116]

2π2

[4π]
Kx′

e =
E0y

′
√
a2 − r′2

, (5.140)

− 2π2

[4π]
Ky′

e =
E0x

′
√
a2 − r′2

, (5.141)

which implies that

Kx′

e =
[4π]

2π2

E0y
′

√
a2 − r′2

, (5.142)

Ky′

e = − [4π]

2π2

E0x
′

√
a2 − r′2

. (5.143)

We therefore find by combining Eqs. (5.142) and (5.143) that the additional magnetic surface current

density Ke is given by

Ke(r′) = x̂′Kx′

e + ŷ′Ky′

e

=
[4π]

2π2

1√
a2 − r′2

(x̂′E0y
′ − ŷ′E0x

′). (5.144)
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We thus find by introducing Eq. (5.130) into Eq. (5.144) that22

Ke(r′) =
[4π]

2π2

1√
a2 − r′2

r′ ×E0. (5.145)

5.3.2.6 Total magnetic surface current density Ke

The total magnetic surface current density can be obtained by combining Eqs. (5.122) and Eq. (5.145)

yielding

Ktotal
m = Km +Ke

= iω
[4πµ]

π2

√
a2 − r′2 H0 +

[4π]

2π2

1√
a2 − r′2

r′ ×E0.
(5.146)

5.3.2.7 Diffracted E field by a small hole

We recall from Eq. (5.75) that the E field induced by the magnetic surface current density can be

obtained by replacing Km with Ktotal
m , giving

E(x) =
1

4π

∫
d2x′ Ktotal

m (r′)×∇φ(x, r′), (5.147)

where

φ(x, r′) =
eikR

R
, (5.148)

r′ is the source point over the hole, R = |x− r′| and k = ω/v. In the far-field zone (i.e. |r′| � |x|), we

find from Eq. (A.82) that R in the integrands of Eq. (5.123) can be expanded as23

R = |x− r′| ' r − x · r
′

r
,

1

R
' 1

r
+
x · r′

r3
, (5.149)

where |x| = r and |r′| = r′. The Green function φ is then evaluated as

φ(x, r′) =
eikR

R
' 1

r
exp

[
ik

(
r − x · r

′

r

)]
=

1

r
eikr exp

[
−ikx · r

′

r

]
' 1

r
eikr

[
1 +

(
−ikx · r

′

r

)
+ · · ·

]
= φ0(r)

[
1− ik r̂ · r′

]
(5.150)

with

φ0(r) =
1

r
eikr, (5.151)

where r̂ = x/r is the unit vector in the direction of x. If R̂ is the unit vector in the direction of the

vector (x− r′) defined by R̂ = (x− r′)/|x− r′|, ∇φ in Eq. (5.147) becomes

∇e
ikR

R
= eikR∇

(
1

R

)
+

1

R
∇
(
eikR

)
= eikRR̂

∂

∂R

(
1

R

)
+

1

R
R̂
∂

∂R

(
eikR

)
= R̂ eikR

[
−1

R2
+
ik

R

]
' R̂ eikR

ik

R
= R̂ ik φ(x, r′), (5.152)

22E0 × r = −x̂E0y + ŷE0x, which implies that r ×E0 = x̂E0y − ŷE0x.
23Eq. (A.82) is described in section A.5.
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where the unit vector R̂ can be reduced by Eq. (5.149). Noting that r′ � x leads to x− r′ ' x yields

R̂ =
x− r′

|x− r′|
' x
r

= r̂, (5.153)

so that

∇φ(x, r′) = r̂ ik φ(x, r′) = r̂ ik φ0(r)
[
1− ik r̂ · r′

]
. (5.154)

We then find from Eqs. (5.150) through (5.154) that Eq. (5.147) reduces to [116]

E(x) =
1

[4π]

∫
d2x′ Ktotal

m (r′)× r̂ ik φ(x, r′) = − ik

[4π]

∫
d2x′ r̂ ×Ktotal

m (r′) φ(x, r′)

= −r̂ ik

[4π]
×
∫
d2x′ Ktotal

m (r′) φ(x, r′)

= −r̂ ik

[4π]
×
∫
d2x′ Ktotal

m (r′) φ0(r)
[
1− ik r̂ · r′

]
. (5.155)

By substituting Eq. (5.146) into this equation, we obtain

E(x) = −r̂ ik

[4π]
×
∫
d2x′ φ0(r)

(
iω

[4πµ]

π2

√
a2 − r′2 H0 +

[4π]

2π2

1√
a2 − r′2

r′ ×E0

)(
1− ik r̂ · r′

)
= r̂

k

[4π]
×
∫
d2x′

[
ω

[4πµ]

π2

√
a2 − r′2 H0 φ0(r)− k [4π]

2π2

1√
a2 − r′2

r′ × (r̂ · r′)φ0(r)E0

− i

{
[4π]

2π2

1√
a2 − r′2

r′ ×E0 φ0(r) + kω
[4πµ]

π2

√
a2 − r′2 (r̂ · r′)φ0(r)H0

}]
,

(5.156)

where we only treat the real part of this equation to calculate the E field since the real part of the E

field is the only physically meaningful quantity. For this reason, we obtain

Re E(x) = r̂kω
[µ]

π2
φ0(r)×H0

∫
d2x′

√
a2 − r′2 − r̂ k

2

2π2
φ0(r)×

[∫
d2x′

(r̂ · r′)√
a2 − r′2

r′ ×E0

]
, (5.157)

where H0 and E0 are constant vectors and φ0 is a function of r = |x|.
By taking a2− r′2 = t such that −2r′dr′ = dt, the first integral in this equation can be evaluated in

terms of the polar coordinates as

Int 1 =

∫
d2x′

√
a2 − r′2 =

∫ 2π

0

dθ′
∫ a

0

dr′ r′
√
a2 − r′2

= 2π

∫ 0

a2

(−1)

2
dt
√
t = π

∫ a2

0

dt t1/2 = π
1

1
2 + 1

t
1
2 +1

∣∣∣∣∣
a2

0

=
2π

3
a3. (5.158)

By using a change of variables, the second integral in Eq. (5.157) is evaluated as

Int 2 =

∫
d2x′

(r̂ · r′)√
a2 − r′2

r′ ×E0 =

∫ 2π

0

dθ′
∫ a

0

dr′ r′
(r̂ · r′)√
a2 − r′2

r′ ×E0

=

∫ a

0

dr′
r′√

a2 − r′2

∫ 2π

0

dθ′ (r̂ · r′) r′ ×E0 =

∫ a

0

dr′
r′3√

a2 − r′2

∫ 2π

0

dθ′ (r̂ · r̂′) r̂′ ×E0, (5.159)

where r′ = r̂′r′. Figure 5.5 shows the representation of the integral with respect to θ′ in Eq. (5.159).
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Figure 5.5: Representation of integration in Eq. (5.159). α is an angle defined as ∠(r̂, ẑ′′) and δ is an
angle defined as ∠(r̂′, r̂′′).

We find from Fig. 5.5 that vectors r̂ and r̂′ can be described in terms of the Cartesian coordinates

(x′′, y′′, z′′) as

r̂′ = x̂′′ cos δ + ŷ′′(− sin δ), (5.160a)

r̂ = x̂′′ sinα+ ẑ′′ cosα, (5.160b)

yielding

r̂ · r̂′ = cos δ sinα. (5.161)

From Eqs. (5.160a) through (5.161), the integral with respect to θ′ in Eq. (5.159) becomes24

Int 3 =

∫ 2π

0

dθ′ (r̂ · r̂′) r̂′ ×E0 = −E0 ×
∫ 2π

0

dθ′ (r̂ · r̂′) r̂′

= −E0 ×
∫ 2π

0

dδ cos δ sinα (x̂′′ cos δ − ŷ′′ sin δ)

= −E0 × sinα

[
x̂′′
∫ 2π

0

dδ cos2 δ − ŷ′′
���

���
���:

0∫ 2π

0

dθ′ cos δ sin δ

]
= −E0 × x̂′′π sinα, (5.162a)

which can be expressed in terms of r̂ by noting that E0 = ẑE0 = ẑ′′E0 is in the z′′ direction, giving

Int 3 = −πẑ′′E0 × (x̂′′ sinα+ ẑ′′ cosα) = −πE0 × r̂, (5.162b)

where ẑ′′ × ẑ′′ = 0. We thereby find from Eq. (5.162b) that Eq. (5.159) is evaluated as

Int 2 = −π
∫ a

0

dr′
r′3√

a2 − r′2
E0 × r̂ = −πE0 × r̂

∫ a

0

dr′
r′3√

a2 − r′2
, (5.163)

24The Cartesian coordinates (x′′, y′′, z′′) can be obtained by rotating the original coordinates (x′, y′, z′) such that δ
in (x′′, y′′, z′′) has the same meaning as θ′ in (x′, y′, z′), which can be described by the Jacobian.
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where the integral in this equation can be obtained by taking r′ = a sin t such that dr′ = a cos t dt, to

obtain25

Int 4 =

∫ a

0

dr′
r′3√

a2 − r′2
= a

∫ π
2

0

dt cos t
a3 sin3 t√
a2 − a2 sin2 t

=

∫ π
2

0

dt���a cos t
a3 sin3 t

���a cos t
= a3

∫ π
2

0

dt sin3 t = a3

∫ π
2

0

dt sin t

(
1− cos 2t

2

)
=
a3

2

[∫ π
2

0

dt sin t−
∫ π

2

0

sin t cos 2t

]
=
a3

2

[∫ π
2

0

dt sin t− 1

2

∫ π
2

0

(
sin 3t− sin t

)]

=
a3

2

[
3

2

∫ π
2

0

dt sin t− 1

2

∫ π
2

0

dt sin 3t

]
=
a3

2

−3

2
cos t

∣∣∣∣∣
π
2

0

+
1

2

1

3
cos 3t

∣∣∣∣∣
π
2

0


=
a3

2

(
−3

2
(−1) +

1

6
(−1)

)
=
a3

2

4

3
=

2

3
a3. (5.164)

Hence, we find by substituting (5.164) into Eq. (5.163) that the second integral in Eq. (5.157) can be

solved to obtain

Int 2 = −2π

3
a3E0 × r̂. (5.165)

Finally, we find by substituting Eqs. (5.158) and (5.165) into Eq. (5.157) that the diffracted E field

obtained by Eq. (5.157) is written as [116]

Re E(x) = r̂kω
[µ]

π2
φ0(r)×H0

2π

3
a3 + r̂

k2

2π2
φ0(r)×

(
2π

3
a3E0 × r̂

)
= r̂

ka3

3π
φ0(r)×

[
2ω[µ]H0 + k(E0 × r̂)

]
, (5.166)

which can be written in the unit of Gaussian units (CGS) by replacing ω with ω/v = k as [116]

Re E(x) = r̂
k2a3

3π
φ0(r)×

[
2H0 +E0 × r̂

]
(CGS). (5.167)

5.3.2.8 Diffracted H field by a small hole

We recall from Eq. (5.70) that the H field induced by the magnetic surface current density and

charge density can be obtained by replacing Km with Ktotal
m , giving

H(x) = H(1)(x) +H(2)(x), (5.168)

25Note that cos 2t = cos2 t− sin2 t = 1− 2 sin2 t such that sin2 t = 1−cos 2t
2

.
Furthermore, we find by subtracting sin(a− b) from sin(a+ b) that

sin(a+ b)=sin a cos b+ sin b cos a
− sin(a− b)=sin a cos b− sin b cos a

sin(a+ b)− sin(a− b)=2 sin b cos a

which implies that

cos a sin b =
sin(a+ b)− sin(a− b)

2
.
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where

H(1)(x) =
[ ε

4π

] ∫
d2x′ iω Ktotal

m φ(x,x′), (5.169a)

H(2)(x) = − 1

[4πµ]

∫
d2x′ ηm(x′) ∇φ(x,x′). (5.169b)

In the far-field zone (i.e. |r′| � |x|), we find by using the same method used in section 5.3.2.7 that

H(1)(x) =
[ ε

4π

] ∫
d2x′ iω

(
iω

[4πµ]

π2

√
a2 − r′2 H0 +

[4π]

2π2

1√
a2 − r′2

r′ ×E0

)
φ0(r)

[
1− ik r̂ · r′

]
=
[ ε

4π

] ∫
d2x′

[
− ω2 [4πµ]

π2

√
a2 − r′2 H0 φ0(r) + iω

[4π]

2π2

1√
a2 − r′2

r′ ×E0 φ0(r)

+ ikω2 [4πµ]

π2

√
a2 − r′2 H0 (r̂ · r′) φ0(r) + kω

[4π]

2π2

1√
a2 − r′2

r′ ×E0 (r̂ · r′) φ0(r)

]

=
[ ε

4π

] ∫
d2x′

[
− ω2 [4πµ]

π2

√
a2 − r′2 H0 φ0(r) + kω

[4π]

2π2

1√
a2 − r′2

r′ ×E0 (r̂ · r′) φ0(r)

+ i

{
kω2 [4πµ]

π2

√
a2 − r′2 H0 (r̂ · r′) φ0(r) + ω

[4π]

2π2

1√
a2 − r′2

r′ ×E0 φ0(r)

}]
,

(5.170a)

and

H(2)(x) =
ik

π2

∫
d2x′

H0 · r′√
a2 − r′2

r̂ φ0(r)
[
1− ik r̂ · r′

]
= r̂

k2

π2
φ0(r)

∫
d2x′

H0 · r′√
a2 − r′2

(r̂ · r′) + ir̂
k

π2
φ0(r)

∫
d2x′

H0 · r′√
a2 − r′2

. (5.170b)

By taking the real part of H field, we obtain

Re H(1)(x) =
[ ε

4π

] ∫
d2x′

[
− ω2 [4πµ]

π2

√
a2 − r′2 H0 φ0(r)

+ kω
[4π]

2π2

1√
a2 − r′2

r′ ×E0 (r̂ · r′) φ0(r)

]
,

(5.171a)

Re H(2)(x) = r̂
k2

π2
φ0(r)

∫
d2x′

H0 · r′√
a2 − r′2

(r̂ · r′). (5.171b)

Here the first and second integrals in Eq. (5.171a) corresponds to Eqs. (5.158) and (5.159) (→ (5.165)),

respectively. So, the expression for Re H(1) becomes [116]

Re H(1)(x) = − [εµ]

π2
ω2 H0 φ0(r)

∫
d2x′

√
a2 − r′2 + kω

[ε]

2π2
φ0(r)

∫
d2x′

(r̂ · r′)√
a2 − r′2

r′ ×E0

= − [εµ]

3π
2a3ω2 φ0(r) H0 −

[ε]

3π
a3kω φ0(r)E0 × r̂

= −ωa
3

3π
[ε] φ0(r)

(
2ω[µ]H0 + kE0 × r̂

)
. (5.172)
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O

(a) (b)

Figure 5.6: Representations for integration in (a) Eq. (5.171b) and (b) Eq. (5.182b). α is an angle defined
as ∠(r̂, ẑ′′) and δ is an angle defined as ∠(r̂′,H0). A unit vector m̂ is parallel to the constant H field
vector H0.

Eq. (5.171b) can be rewritten in terms of the polar coordinates as

Re H(2)(x) = r̂
k2

π2
φ0(r)

∫ a

0

dr′
r′3√

a2 − r′2

∫ 2π

0

dθ′ H0 · r̂′(r̂ · r̂′), (5.173)

where r′ = r̂′r′. The integral in Eq. (5.173) cannot be handled before, but can now be solved by using

the similar method as in section 5.3.2.7 to calculate the second integration in Eq. (5.157). Figure 5.6(a)

shows the schematic representation of the integral with respect to θ′ in Eq. (5.173). By analogy with

Eq. (5.162a), we find that the integral with respect to θ′ in Eq. (5.173) is evaluated as

Int 5 =

∫ 2π

0

dθ′ H0 · r̂′(r̂ · r̂′) = H0 ·
∫ 2π

0

dθ′ r̂′(r̂ · r̂′) = H0 · x̂′′π sinα, (5.174a)

which can be expressed in terms of r̂ by noting that H0 = m̂H0 is in the x′′y′′ plane as

Int 5 = πm̂H0 · (x̂′′ sinα+ ẑ′′ cosα) = πH0 · r̂, (5.174b)

where m̂ · ẑ′′ = 0. By substituting this equation into Eq. (5.173), we obtain

Re H(2)(x) = r̂
k2

π
φ0(r)(H0 · r̂)

∫ a

0

dr′
r′3√

a2 − r′2
. (5.175)

We therefore find from Eq. (5.164) that

Re H(2)(x) = r̂
2k2a3

3π
φ0(r) (H0 · r̂). (5.176)

Through use of the following relation26

r̂ × (H0 × r̂) = (r̂ · r̂)H0 − r̂ (r̂ ·H0), (5.177)

26Note that a× (b× c) = b(a · c)− c(a · b) .
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the expression for Re H(2) becomes

Re H(2)(x) =
2k2a3

3π
φ0(r)

(
H0 − r̂ × (H0 × r̂)

)
. (5.178)

By combining Eqs. (5.172) and (5.178), we find that the diffracted H field can be expressed as

Re H(x) = −ωa
3

3π
[ε] φ0(r)

(
2ω[µ]H0 + kE0 × r̂

)
+

2k2a3

3π
φ0(r)

(
H0 − r̂ × (H0 × r̂)

)
= −2ω2a3

3π
[µε] φ0(r) H0 −

kωa3

3π
[ε] φ0(r) E0 × r̂

+
2k2a3

3π
φ0(r) H0 −

2k2a3

3π
φ0(r) r̂ × (H0 × r̂),

(5.179)

which can be written in the Gaussian units (CGS) by replacing ω with ω/v = k as [116]

Re H(x) = −2k2a3

3π
φ0(r) H0 −

k2a3

3π
φ0(r) E0 × r̂ +

2k2a3

3π
φ0(r) H0 −

2k2a3

3π
φ0(r) r̂ × (H0 × r̂)

= −k
2a3

3π
φ0(r) E0 × r̂ −

2k2a3

3π
φ0(r) r̂ × (H0 × r̂)

= −k
2a3

3π
φ0(r)

(
2 r̂ × (H0 × r̂) +E0 × r̂

)
= −k

2a3

3π
φ0(r)

(
2 r̂ × (H0 × r̂)− r̂ ×E0

)
= −k

2a3

3π
φ0(r) r̂ ×

(
2H0 × r̂ −E0

)
(CGS). (5.180)

5.3.2.9 Magnetic dipole moment

Analogous to the electric case, the magnetic dipole moment M can be written in terms of its

magnetic charge density as [116]

m =

∫
d2x′ηm(r′) r′. (5.181)

From Eq. (5.114), the magnetic dipole moment in the hole can be written as

m = − [4πµ]

π2

∫
d2x′

(
H0 · r′√
a2 − r′2

)
r′, (5.182a)

which can be rewritten in terms of the polar coordinates as

m = − [4πµ]

π2

∫ 2π

0

dθ′
∫ a

0

dr′ r′
H0 · r′√
a2 − r′2

r′

= − [4πµ]

π2

∫ a

0

dr′
r′√

a2 − r′2

∫ 2π

0

dθ′ H0 · r′ r′

= − [4πµ]

π2

∫ a

0

dr′
r′3√

a2 − r′2

∫ 2π

0

dθ′ H0 · r̂′ r̂′, (5.182b)

where r′ = r̂′r′. The last integral with respect to θ′ can be solved by using the similar method used in

section 5.3.2.7 to calculate the second integration in Eq. (5.157). Figure 5.6 shows the representation

of the integral with respect to θ′ in Eq. (5.182b). Using a notation similar to that of Eqs. (5.160a) and

(5.160b), we find from Fig. 5.6 that

r̂′ = x̂′′ cos δ + ŷ′′(− sin δ), (5.183a)

m̂ = x̂′′, (5.183b)
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which yield

H0 · r̂′ = H0m̂ · r̂′ = H0x̂
′′ ·
(
x̂′′ cos δ + ŷ′′(− sin δ)

)
= H0 cos δ. (5.184)

From this equation, the integral with respect to θ′ is evaluated as

Int 6 =

∫ 2π

0

dθ′ H0 · r̂′ r̂′ =

∫ 2π

0

dδ H0 cos δ
(
x̂′′ cos δ + ŷ′′(− sin δ)

)
= H0

x̂′′ ∫ 2π

0

dδ cos2 δ − ŷ′′
���

���
��:0∫ 2π

0

dδ cos δ sin δ

 = H0x̂
′′π = πH0. (5.185)

By substituting Eq. (5.185) into Eq. (5.182b), we thus find from Eq. (5.164) that the magnetic dipole

moment is expressed as [116]

m = − [4πµ]

π2

∫ a

0

dr′
r′3√

a2 − r′2
πH0 = − [4πµ]

π
H0

∫ a

0

dr′
r′3√

a2 − r′2
= −[4πµ]

2

3π
H0a

3. (5.186)

5.3.2.10 Electric dipole moment

By introducing Eq. (5.186) into Eq. (5.167), the E field can be expressed as

Re E(x) = −r̂k2φ0(r)×
[
− 2

3π
H0a

3

]
+ r̂k2φ0(r)×

(
1

3π
E0a

3 × r̂
)

= −r̂k2φ0(r)×m+ r̂k2φ0(r)×
(

1

3π
E0a

3 × r̂
)

(CGS). (5.187)

The electric surface dipole moment is defined as [12]

p =

∫
d2x′σ(r′)r′, (5.188)

where σ is the electric surface charge density defined as

σ = P · n̂, (5.189)

where P is the polarization defined as P = χE (CGS). We then can easily see from Eq. (5.188) through

(5.189) that the electric dipole moment is of the order E0a
3. We hence conclude from Eq. (5.187) that

the electric dipole moment in our case can be deduced as [116]

p =
1

3π
E0a

3. (5.190)

The electric dipole moment in Eq. (5.190) is also obtained by expressing Eq. (5.166) in the SI units

yielding the same result.

5.3.2.11 Relation between diffracted H field and diffracted E field

The expressions for the H field and E field are

Re H(x) = −k
2a3

3π
φ0(r) r̂ ×

(
2H0 × r̂ −E0

)
(CGS), (5.191)

Re E(x) = r̂
k2a3

3π
φ0(r)×

(
2H0 +E0 × r̂

)
(CGS). (5.192)
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Here it is easily seen that

r̂ × (r̂ ×H0) = (r̂ ·H0) r̂ − (r̂ · r̂) H0 = r̂ (r̂ ·H0)−H0. (5.193)

Using this equation, we obtain

r̂ ×
[
r̂ × (r̂ ×H0)

]
= r̂ ×

[
r̂ (r̂ ·H0)

]
− r̂ ×H0

= (r̂ ·H0)���:
0

r̂ × r̂ − r̂ ×H0 = −r̂ ×H0, (5.194a)

which implies that

r̂ ×
[
r̂ × (H0 × r̂)

]
= r̂ ×H0. (5.194b)

Similarly, it is also easily seen that

r̂ × (r̂ ×E0) = r̂ (r̂ ·E0)−E0. (5.195)

This equation further make

r̂ ×
[
r̂ × (r̂ ×E0)

]
= −r̂ ×E0, (5.196a)

which implies that

r̂ ×
[
r̂ × (E0 × r̂)

]
= r̂ ×E0. (5.196b)

From Eqs. (5.193) through (5.196b), the expression for the H field in Eq. (5.191) becomes [116]

r̂ × Re H(x) = −k
2a3

3π
φ0(r) r̂ ×

(
2r̂ × (H0 × r̂)− r̂ ×E0

)
= −k

2a3

3π
φ0(r)

[
2r̂ ×

(
r̂ × (H0 × r̂)

)
− r̂ × (r̂ ×E0)

]
= −k

2a3

3π
φ0(r)

[
2r̂ ×H0 − r̂ × (r̂ ×E0)

]
= −r̂ k

2a3

3π
φ0(r) ×

[
2H0 +E0 × r̂

]
= −Re E(x) (CGS). (5.197)

Similarly, we can obtain the expression for the E field in Eq. (5.192) as [116]

r̂ × Re E(x) =
k2a3

3π
φ0(r)r̂ ×

[
2r̂ ×H0 + r̂ × (E0 × r̂)

]
=
k2a3

3π
φ0(r)

[
2r̂ × (r̂ ×H0) + r̂ ×

(
r̂ × (E0 × r̂)

)]
=
k2a3

3π
φ0(r)

[
2r̂ × (r̂ ×H0) + r̂ ×E0

]
= r̂

k2a3

3π
φ0(r)×

[
2r̂ ×H0 +E0

]
= r̂

k2a3

3π
φ0(r)×

[
− 2H0 × r̂ +E0

]
= Re H(x) (CGS). (5.198)

We therefore find that Eqs. (5.197) and (5.198) satisfy Maxwell’s equations for plane waves [116].
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5.3.2.12 Diffracted waves in the radiation zone

When the incident waves are transverse, the normal component of the E field is zero, which leads to

E0 = 0. For this reason, the expressions for H and E fields in the far-field zone are given in accordance

to Eqs. (5.191) and (5.192) by

Re H(x) = −2k2a3

3π
φ0(r) r̂ × (H0 × r̂) (CGS), (5.199)

Re E(x) = r̂
2k2a3

3π
φ0(r)×H0 (CGS), (5.200)

which can be rewritten in the SI units as

Re H(x) = −2k2a3

3π
φ0(r) r̂ × (H0 × r̂), (5.201)

Re E(x) = r̂
2ka3

3π
φ0(r)× ω[µ]H0. (5.202)

Furthermore, E and H fields are expressed in terms of the magnetic dipole moment as27

Re H(x) =
k2

[4πµ]
φ0(r) r̂ ×

[(
−[4πµ]

2

3π
H0a

3

)
× r̂

]

=
k2

[4πµ]
r̂ × (m× r̂) φ0(r),

(5.203)

Re E(x) = − vk

[4π]
φ0(r) r̂ × ω

v

(
−[4πµ]

2

3π
H0a

3

)
= − vk

2

[4π]
r̂ ×m φ0(r).

(5.204)

5.3.3 Diffraction by a sub-wavelength slit

According to Bethe [116], Eqs. (5.35) and (5.37) obtained by the boundary conditions are regardless

of shape and size of the hole. We can thus apply this condition to the case of a single slit as well as a

hole. For this reason, the constant H field is regardless to the slit direction [116, 122, 123]. Recall that

we can deduce from the waveguide theory that the electric field perpendicular to the slit direction can

propagate through the slit due to the low cutoff frequency. However, the electric field parallel to the slit

direction is difficult to propagate according to the same analogy. The E field inside the slit thus exhibits

a strong polarization dependence. Therefore, each case of the slit direction perpendicular to either the

H field or E field is physically interpreted as E field reducing case [116,123,128] or the E field enhancing

case [111,112,123,128]. The normal component of the E field in the hole is neglected when the incident

field is a transverse field [116].

5.3.3.1 E field parallel to the slit direction: ‖-case

When the incident H field H0 is perpendicular to the slit direction (H ⊥ L), the diffracted E field

can be thought of as the radiation originating from the magnetic dipole moment at the far field zone as

27Compare these expressions with equations in Jackson [12] p. 411.
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a function of wavenumber k = ω/c = 2π/λ given as [12,116]

H(r) =
k2

4πµ0
n̂× (m× n̂)

exp (ikr)

r
,

E(r) = −ck
2

4π
n̂×m exp (ikr)

r
,

(5.205)

where m and n̂ are the magnetic dipole moment and a unit vector in the direction of the field point r,

respectively. The magnitude of the field point and the speed of light are denoted as r and c, respectively.

5.3.3.1.1 Magnetic surface charge density in a sub-wavelength slit

A constant H field in the slit can be produced by an ellipsoidal magnetic dipole distribution having

the same direction of the magnetic field [116]. The magnetic charge distribution from an ellipsoid with

a height of h along the z′-axis will be identical to the surface charge distribution provided that h is

sufficiently small [116]. The cross section of the ellipsoid in the x′y′ plane becomes approximately a

rectangular slit with width d on the x′-axis and length L on the y′-axis as shown in Fig. 5.7. Analogous

to Eq. (5.96), we find that the equation for the ellipsoid with d� L is given by

x′2

(d/2)2
+

y′2

(L/2)2
+

z′2

(h/2)2
= 1, (5.206)

which implies that the ordinate of the ellipsoid in Fig. 5.7 can be expressed as

z =
h

2

√
1− x′2

(d/2)2
− y′2

(L/2)2
=
h

d

√
d2

4
− x′2 − y′2 d

2

L2
, (5.207)

so that

z ' h

d

√
d2

4
− x′2. (5.208)

So, we find from this equation that the ordinate (z-axis) of the ellipsoid for d � L is proportional to√
d2/4− x′2 [123]. In a similar fashion to Eq. (5.99), the magnetic surface charge density η can then be

Slit

Magnetic surface
Charge density

Figure 5.7: The magnetic surface charge density η over the slit.
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expressed as28

η(x′, y′) = CH0 · ∇′
[√

d2

4
− x′2

]
= −C H0 x

′√
d2

4 − x′2
, (5.211)

where C is a proportional coefficient and H0 = x̂′H0 since we assumed that the initial H field is

perpendicular to the slit direction [12,116,123]. The coefficient was obtained by the following two steps.

First, it is need to calculate the infinitesimal H field δH induced from the magnetic volume charge

density ρ at the infinitesimal displacement δx′ located at (x− x′) as in Fig. 5.8, giving

∇ · δH =
ρ

[µ0]
, (5.212)

where ρ(x) = ρ(x′)δ(x−x′). After applying Gauss’s law to Eq. (5.212) assuming that the slit is wrapped

by a Gaussian cylinder (V) with a closed surface (S) whose a radius is x− x′ along the y-axis as shown

in Fig. 5.8, we obtain ∫
V

∇ · δH d3x =
1

[µ0]

∫
d3x ρ(x), (5.213)

which becomes ∫
S

δH · n̂ da =
1

[µ0]

∫
d3x′ ρ(x′), (5.214)

SlitSlSlSlSlSlSlitititititit
Gaussian cylinder

Figure 5.8: The Gaussian cylinder in the slit.

28By taking the divergence of both sides of Eq. (5.208), we obtain

∇′
[√

d2

4
− x′2

]
=

[
x̂′

∂

∂x′
+ ŷ′

∂

∂y′
+ ẑ′

∂

∂z′

]√
d2

4
− x′2

= x̂′
1

2

(
d2

4
− x′2

)− 1
2

(−2x′) = −
x̂′x′√
d2

4
− x′2

. (5.209)

Since H0 is a constant vector perpendicular to the slit direction, i.e., H ⊥ L, we find that H = x̂′H0, which leads to

η(x′, y′) ∝H0 · ∇′
[√

d2

4
− x′2

]
= x̂′H0 ·

(−x̂′x′)√
d2

4
− x′2

= −
H0 x′√
d2

4
− x′2

. (5.210)
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where ρ(x) = ρ(x′)δ(x − x′). The volume integral can then be evaluated over the closed surface given

by ∫
S

δH · n̂ da =
1

[µ0]

∫ L
2

−L2
dy′
∫ δx′

2

− δx′2
dx′ η(x′, y′), (5.215)

where the volmue charge density was defined as ρ(x′) = η(x′, y′) δ(z′). η is a constant in δx′ and the

infinitesimal area (n̂ da) over the Gaussian surface is n̂da = r̂ r dφ dx = r̂(x− x′) dφ dx in which φ is

the azimuthal angle of the Gaussian surface. Using this relation, Eq. (5.215) is calculated as29

δH(x− x′) 2π L =
1

µ0
L δx′ η. (5.218)

Second, the H field induced from the magnetic charge density over the whole x′ range is obtained. The

H field in the Gaussian surface can be retrieved by integrating Eq. (5.218) over the x′ from −d/2 to d/2

given by [123]

H = − C

2π[µ0]

∫ d
2

− d2
dx′

H0 x
′

(x− x′)
√

d2

4 − x′2
, (5.219)

where H is 1/2 H0 since the H field in the slit is half of the initial H field described in Eq. (5.35).

When calculating Eq. (5.219), we conducted integration over the optical axis (x = 0) for the sake of

simplicity [123]. After some integration, a constant C was determined as µ0 as follows30

η(x′, y′) = −[µ0]
H0 x

′√
d2

4 − x′2
. (5.224)

29The left-hand side of Eq. (5.215) becomes∫
S
δH · n̂ da =

∫
S
r̂δH · r̂(y − y′) dφ dx = (x− x′) δH

∫ 2π

0
dφ

∫ L/2

−L/2
dx = (x− x′) δH 2π L. (5.216)

Furthermore, the right-hand side of Eq. (5.215) becomes

1

[µ0]

∫ L
2

−L
2

dy′
∫ δx′

2

− δx′
2

dx′ η(x′, y′) =
1

[µ0]
η

∫ L
2

−L
2

dy′
∫ δx′

2

− δx′
2

dx′ =
1

[µ0]
ηLδx′. (5.217)

30

H =
1

2
H0 = −

C

2π[µ0]

∫ d
2

− d
2

dx′
H0 x′

(x− x′)
√
d2

4
− x′2

, (5.220)

which implies that

1

2
= −

C

2π[µ0]

∫ d
2

− d
2

dx′
x′

(x− x′)
√
d2

4
− x′2

, (5.221)

where H0 is a constant. For the optical axis (x = 0), this equation becomes

1

2
= −

C

2π[µ0]

∫ d
2

− d
2

dx′
x′

(��
0

x− x′)
√
d2

4
− x′2

=
C

2π[µ0]

∫ d
2

− d
2

dx′
1√

d2

4
− x′2

. (5.222)

By taking x′ = d
2

sin t such that dx′ = d
2

cos t dt, we find that t = π/2 for x′ = d/2 and t = −π/2 for x′ = −d/2. The
integral in Eq. (5.222) can then be evaluated as∫ d

2

− d
2

dx′
1√

d2

4
− x′2

=

∫ π
2

−π
2

d

2
cos t dt

1√
d2

4
− d2

4
sin2 t

=

∫ π
2

−π
2

d

2
cos t dt

1
d
2

cos t
=

∫ π
2

−π
2

dt = π. (5.223)

Therefore, we find by comparing both sides of Eq. (5.222) that the constant C equals [µ0].
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5.3.3.1.2 Magnetic dipole moment in a sub-wavelength slit

We derived the surface magnetic charge density η from the ellipsoidal magnetic dipole distribution.

From η, the magnetic dipole moment m can be calculated as [116,123]31

m =

∫
S

dx′ dy′ η(x′, y′) x′

= −[µ0]

∫ L
2

−L2
dy′

∫ d
2

− d2
dx′

H0 x
′2√

d2

4 − x′2
= −π[µ0]

8
d2L H0, (5.226)

where the magnetic dipole was interpreted in the direction of the x′-axis since we assumed that η is a

function of x′ with no y′-dependence. We find that the dipole moment m is antiparallel to the initial H

field H0 as expected by Bethe [116].

5.3.3.1.3 Diffracted E field by a sub-wavelength slit when E0 ‖ L

Therefore, the diffracted E field with harmonic time dependence exp (−iωt) by a small slit is32

E(z, t) ≡ E‖ =
π2

8

(d
λ

)2

Z0 L n̂×H0

exp
[
i(kz − ωt)

]
z

, (5.227)

where Z0 =
√
µ0/ε0 is the impedance of free space [12,116,123]. The diffracted E field is tangential to the

conducting screen. From Eq. (5.227), we concluded that the diffracted E field through a sub-wavelength

sized slit is proportional to (d/λ)2 [116, 123], which is different with the case when the slit direction is

perpendicular to the E field.

5.3.3.2 E field perpendicular to the slit direction: ⊥-case

When the incident E field E0 is perpendicular to the slit direction, the E field diffracted by a small

slit can be thought of as the radiation from the electric dipole moment and by the ordinary diffraction

explained by Kirchhoff’s diffraction theory [12,123].

5.3.3.2.1 Diffracted E field by a electric dipole moment

The E field from the radiation by an electric dipole moment is equal to the H field of a magnetic

dipole m in Eq. (5.205) with the substitution m→ p and µ0 → ε0 given by

E(r) =
k2

4πε0
n̂× (p× n̂)

exp (ikr)

r
, (5.228)

31The integral with respect to x′ can be solved by taking x′ = d
2

sin t such that dx′ = d
2

cos t dt, which gives t = π/2 for
x′ = d/2 and t = −π/2 for x′ = −d/2. We thus find that∫ d

2

− d
2

dx′
x′2√
d2

4
− x′2

=

∫ π
2

−π
2

d

2
cos t dt

d2

4
sin2 t

d
2

cos t

=
d2

4

∫ π
2

−π
2

dt sin2 t =
d2

4

π

2
=
πd2

8
, (5.225)

where the relation in Eq. C.70e is used.

32Note that k = 2π/λ and cµ0 =

√
µ2
0

ε0µ0
=
√
µ0
ε0

= Z0.
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where p and n̂ are the electric dipole moment and a unit vector in the direction of the field point r,

respectively [12,116]. The continuity equation is defined as

∇ ·Ke(r′) = iωηe(r′), (5.229)

where Ke and ηe are the electric current density and charge density, respectively, and r′ = (x′, y′) [12].

By multiplying r′ to both sides of Eq. (5.229), we obtain

r′
[
∇ ·Ke(r′)

]
= iωr′ηe(r′). (5.230)

By integrating both sides of this equation with respect to the source points, Eq. (5.230) becomes∫
S

r′ (∇ ·Ke) d2r′ = iωp, (5.231)

where

p =

∫
S

r′ηe(r′) d2r′ (5.232)

is the electric dipole moment, S is the boundary surface and r′ indicate and the source point [12]. Here

the left-hand side of Eq. (5.231) can be evaluated by integration by parts as33

∫
S

r′ (∇ ·Ke) d2r′ =

∫
S

Ke d
2r′, (5.236)

yielding ∫
S

Ke d
2r′ = −iωp. (5.237)

Therefore, in terms of the electric surface current Ke , Eq. (5.228) is slightly changed to34

E(r) = i
kZ0

4π

exp (ikr)

r
n̂×

[∫
S

Ke d
2r′ × n̂

]
, (5.238)

where Z0 =
√
ε0/µ0 is the impedance of free space and ω = kc is used, which implies that the electric

field is induced by the current [12, 122, 123]. By the vector identity, the vector terms in Eq. (5.238)

becomes

n̂×

[∫
S

Ke d
2r′ × n̂

]
= (n̂ ◦ n̂)

∫
S

Ke d
2r′ − n̂

[
n̂ ·
∫

S

Ke d
2r′

]
, (5.239)

where Ke is in the same direction of the incident E field. Within the spherical Gaussian surface at the

33An integral can be evaluated by integration by parts as∫
fg′ dx = fg −

∫
f ′g dx. (5.233)

For example, if J is an one dimensional current density, we obtain∫
J dx =

�
��>

0[
J x
]
−
∫
x

(
dJ

dx

)
dx, (5.234)

where the first term should be zero due to the physical reality. Similarly, if J is a three dimensional current density, we
find that ∫

J d3x = −
∫

x (∇ · J) d3x. (5.235)

34Note that k = ω/c and 1
ε0c

=
√
ε0µ0

ε20
=
√
µ0
ε0

= Z0.
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Gaussian sphere

Figure 5.9: Schematic geometry including a Gaussian sphere with a Gaussian surface (S) on the edge of
the slit when E0 ⊥ L.

edge of the slit as in Fig. 5.9, K and the initial E field E0 have a relation induced by Gauss’s law, giving∮
S

E · n̂ da =
Q

ε0
, (5.240)

which leads to

E0 A =
Q

ε0
, (5.241)

whereQ is the total electric charge in the closed Gaussian surface (S=A). With harmonic time dependence

e−iωt, the E field can be expressed as E0(x, t) = E0(x)e−iωt. By differentiating Eq. (5.241) with respect

to time t, we then obtain

A
∂E0

∂t
=

1

ε0

∂Q

∂t
, (5.242)

which further makes
∂E0(x, t)

∂t
= −iωE0(x)e−iωt =

Ke

ε0
, (5.243)

where

Ke =
1

A

∂Q

∂t
(5.244)

is the surface current density. So, the surface current density Ke is obtained, yielding

Ke(x, t) = −iωε0E0(x)e−iωt, (5.245)

which implies that

Ke(x) = −iωε0E0(x), (5.246)

Therefore, Ke and the initial E field E0 have a relation

Ke(x)

|Ke(x)|
=
−iωε0E0(x)

| − iωε0E0(x)|
= −i E0(x)

|E0(x)|
(5.247)

in accordance with Gauss’s law [122]. Provided the second term in Eq. (5.239) vanishes when n̂ is normal

to the conducting screen35 (i.e. the optical axis), we find by substituting Eq. (5.247) into the first term

35Since n̂ is normal to the screen and surface current by K is in the screen, we find that

n̂ · surface current by K = 0.
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in Eq. (5.239) that the E field of Eq. (5.238) with harmonic time dependence exp (−iωt) can be written

as [122]

E(r, t) =
kZ0

4π

exp
[
i(kr − ωt)

]
r

∫
S

d2r′
∣∣∣Ke(r′)

E0(r′)

∣∣∣ E0(r′). (5.248)

By Ohm’s law, the magnitude of Ke is also proportional to the induced E field Ei (Ke = σEi, σ = c1

is the conductivity) since we assumed that the screen is a perfect conductor [12].36 The integral term

over the source area (S) can be simplified at the optical axis with substitution (x, y) = (0, 0) and

(x′, y′) = (0, 0). Then the integral becomes just a surface integral over the source area. The E field in

the optical axis can be obtained, giving37

E(z, t) =
c1Z0

2

(d
λ

)
L

exp
[
i(kz − ωt)

]
z

∣∣∣Ei(0)

E0(0)

∣∣∣ E0(0), (5.250)

where the origin was denoted as 0. It is known that the E field perpendicular to the slit direction is

strongly enhanced in the slit when the slit width d is small enough compared with the wavelength of λ

of the incident E field [111, 112]. The relation between the incident E field E0 and the induced E field

Ei was resulted by [111,112] ∣∣∣Ei(0)

E0(0)

∣∣∣ ∝ λ

d
. (5.251)

Therefore, in the optical axis, the E field radiated by the electric dipole has no dependence with d/λ,

yielding

E(z, t) = β L E0(0)
exp

[
i(kz − ωt)

]
z

, (5.252)

where β is a proportional coefficient [123].

5.3.3.2.2 Ordinary transmitted E field

Using the same parameters in Section 5.3.3.1, the E field diffracted by a slit at the far field zone

when E0 ⊥ L can be also explained by Kirchhoff’s diffraction theory as

E(r, t) = − ik
2π

exp [i(kr − ωt)]
r

∫
S

d2r′ E0(x′, y′, z′ = 0) exp

[
−ikr · r

′

r

]
, (5.253)

where the oblique factor is 1 and the theory is also described in section A.10 in detail.38 In the optical

axis, the integral term becomes a simple surface integral over the source area. The ordinary diffracted

36Here, the conductivity of the metal is considered as a nearly constant c1. See Jackson [12] p. 312.
37In the optical axis, the integral becomes

E(r, t) =
kZ0

4π

exp
[
i(kr − ωt)

]
r

∫
S
d2r′

∣∣∣Ke(r′)

E0(r′)

∣∣∣ E0(r′) =
kZ0

4π

exp
[
i(kr − ωt)

]
r

∣∣∣Ke(0)

E0(0)

∣∣∣ E0(0)

∫
S
d2r′

=
kZ0

4π

exp
[
i(kr − ωt)

]
r

∣∣∣Ke(0)

E0(0)

∣∣∣ E0(0)

∫ d
2

− d
2

dx′
∫ L

2

−L
2

dy′

=
kZ0

4π

exp
[
i(kr − ωt)

]
r

∣∣∣Ke(0)

E0(0)

∣∣∣ E0(0) d L, (5.249)

which leads to Eq. (5.250).
38See Jackson [12] p. 482 in which we find that the oblique factor becomes 1 when θ or θ′ is zero (i.e. in the optical

axis).
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E field in the optical axis can then be obtained, yielding39

E(z, t) = −i
(d
λ

)
L E0(0)

exp
[
i(kz − ωt)

]
z

. (5.255)

From Eq. (5.255), the Kirchhoff’s solution gives the E field of the order proportional to (d/λ).

5.3.3.2.3 Diffracted E field by a sub-wavelength slit when E0 ⊥ L

Therefore, the total diffracted E field in the optical axis can be written by a summation of the terms

in Eqs. (5.252) and (5.255) as

E(z, t) ≡ E⊥ =

[
β − i

(d
λ

)]
E0(0) L

exp
[
i(kz − ωt)

]
z

. (5.256)

5.4 Results and discussion

The polarization dependence of the diffracted E field through a reference sub-wavelength slit can be

summarized in such a way that the amplitudes of the diffracted E fields in the ‖-case and ⊥-case have

dependence with (d/λ)2 and d/λ, respectively. However, the average field amplitude A in the slit with

respect to the slit width d should be considered in order to compare the amplitude behavior for both

cases. If the slit thickness is sufficiently small compared with the slit width d, through use of Eqs. (5.227)

and (5.256), A for both cases can be represented as

A(ω) =
1

d
|E(ω)| ∝


d

λ2
for ‖-case,

1

d

√
β2 +

d2

λ2
for ⊥-case,

(5.257)

where dl is the line element along the slit width d. Equation (5.257) is valid for our case since a slit

thickness of 500 nm is about ten times smaller than the minimum slit width of 6 µm. Therefore, one

can may conclude that the amplitude of the diffracted E field through the reference slit shows different

tendencies as a function of the slit width d as below: A‖ ∝ d, A⊥ ∝ 1/d for a given frequency and

β � 1.40

In the presence of a resonant material confined in a sub-wavelength slit, the E field parallel to the

slit orientation does not electrically interact with the resonant material within the slit, which is expected

39The integral in Eq. (5.253) can be evaluated in the optical axis ((x′, y′) = (x, y) = (0, 0)) as∫
S
d2r′ E0(x′, y′, z′ = 0) e−ik

r·r′
r =

∫
S
d2r′ E0(0) = E0(0)

∫
S
d2r′

= E0(0)

∫ d
2

− d
2

dx′
∫ L

2

−L
2

dy′ = E0(0) d L. (5.254)

40For ⊥ case,

1

d

√
β2 +

d2

λ2
=
β

d

[
1 +

d2

λ2

1

β2

]1/2

'
β

d

[
1 +

1

2β2

d2

λ2

]
=
β

d
+

1

2β

d

λ2
'
β

d
for β � 1 and d� λ. (5.258)
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Figure 5.10: Average field amplitude of the measured transmitted THz waves at 0.53 THz through
the reference slit with respect to the relative slit thickness of d for ‖-case (black, closed circles) and
⊥-case (gray, closed rectangles). Inset shows average field amplitude in near-field zone for ‖-case (black,
open circles) and ⊥-case (gray, open rectangles) confirmed by the FDTD simulation. All the red and
black solid lines represent fitting curves described by Eqs. (5.227) and (5.256), respectively. Note that
measured average field amplitudes are normalized by a factor with the limitation for the ⊥-case.

to result in complete vanishing of the otherwise resonant absorption since the H field does not interact

with an electrically resonant material. The theoretical model explained in section 5.3.3 describes the

behavior of the E field in the far-field zone using a sub-wavelength slit without a confined sample. In

order to understand the origin of this model, the near-field distribution of E field in the sub-wavelength

slit should be considered. To verify the field amplitude in the sub-wavelength slit,the numerical study

was carried out by two-dimensional finite-difference time-domain (FDTD) analysis over the simulation

area of 300 µm × 1600 µm of which the slit thickness was 500 nm and the slit width was in a range from

5 µm to 100 µm.

Figure 5.10 shows the average field amplitude A of the measured transmitted THz waves through

a reference slit at 0.53 THz as a function of the slit width d for ‖-case (black, closed circles) and ⊥-

case (gray, closed rectangles), where the relative slit width corresponds to an actual slit width ranging

from 6 µm to 60 µm. Inset shows the average field amplitude in the near-field zone as a function of the

silt width for the ‖-case (black, open circles) and ⊥-case (gray, open rectangles) computed by the FDTD

simulation. All the red and black solid lines in Fig. 5.10 are obtained by the theoretical model described

in Eq. (5.257). The measured average field amplitudes are normalized by a factor with the limitation

for the ⊥-case. With verification by the FDTD analysis, we find that the behavior of the computed field

amplitude illustrated in the inset of Fig. 5.10 is well in accordance with Eq. (5.257), which implies that

the diffracted E field through the sub-wavelength slit in the far-field zone comes from the near-field zone.

To verify our expectation for the ‖-case and ⊥-case in the presence of a resonant material in the
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slit, the absorbance α is obtained via the measured transmission in the frequency range from 0.1 THz to

2.0 THz as

α(ω) = − ln

∣∣∣∣∣ Ẽs(ω)

Ẽref(ω)

∣∣∣∣∣ , (5.259)

where Ẽs and Ẽref are the transmitted THz electric fields with and without α-lactose, respectively. The

extracted absorbances explained in Eq. (5.259) for the ‖-case and ⊥-case are plotted as a function of the

relative slit width in Figs. 5.11(a) and Fig. 5.11(c), respectively. It is noted that α-lactose monohydrate

have three distinct resonance points below 2 THz of which profiles are in accordance with Lorentzian

line shapes [88,124] given by

α(ω) = Im
∑
n

Sn
ω2

0,n − ω2 − iγnω
+ c, (5.260)

where Sn, ω0,n and γn are the oscillator strength, the center frequency and the linewidth for the n-th

modes, respectively. The fitting constant is denoted as c. Figure 5.11(b) shows the computed absorbances

for the ‖-case obtained with the help of the parameters in Ref. [124]. The computed absorbance for the

⊥-case is also shown in Fig. 5.11(d).

The absorbances at 0.53 THz with a high Q-factor [88] are clearly shown in Figs. 5.11(e) and

Fig. 5.11(f) when d=16.5 mm and d=4 mm, respectively. Furthermore, absorbances at 1.2 THz and

1.37 THz are shown in Fig. 5.11(g) at d=16.5 mm and Fig. 5.11(h) at d=8 mm, respectively. All the

measured data are plotted as closed circles (black) for the ‖-case and open rectangles (gray) for the

⊥-case. The fitting curves obtained by Eq. (5.260) are then represented as red solid lines for the ‖-case
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Figure 5.11: The extracted absorbances calculated by Eq. (5.259) for (a) the ‖-case and (c) the ⊥-case
as a function of the relative slit width. Corresponding computed absorbances calculated by Eq. (5.260)
for (b) the ‖-case (d) for the ⊥-case. Absorbance at 0.53 THz (e) at d=16.5 mm or (f) at d=4 mm.
Absorbances at 1.2 THz and 1.37 THz (g) at d=16.5 mm and (h) at d=8 mm. All the measured data are
plotted with closed circles (black) for the ‖-case and open rectangles (gray) for the ⊥-case. The fitting
curves obtained by Eq. (5.260) are represented as red solid lines for the ‖-case and black dashed lines for
the ⊥-case.
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and black dashed lines for the ⊥-case.

5.5 Conclusion

We conducted polarization spectroscopy using the α-lactose monohydrate confined in a wedge-shaped

sub-wavelength metal slit using THz-TDS. By Bethe’s diffraction theory, the absorption behavior in the

far field measurement should vanish in the presence of an electrically resonant material restricted into

the sub-wavelength slit. The experimental results obtained by THz-TDS show that absorption vanishes

when the size of the aperture is of extreme sub-wavelength.
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Chapter 6. Conclusion

THz time-domain spectroscopy (THz-TDS) has played an important role in exploring new properties

and phenomena of materials in the THz frequency range. In particular, the direct field measurement

carried out by the electro-optic sampling allowed us to obtain simultaneously the phase information as

well as the amplitude of the transmitted or reflected waves from the material without resorting to the

Kramers-Kronig relationship.

In this dissertation, we studied and demonstrated the possibility of a THz lens using dolomite stone,

strong optical phonon observed in seraphinite gemstone and the polarization dependence of α-lactose

confined in a sub-wavelength metal slit. Firstly, we presented the possibility of applying natural stones

as an optical element material in the THz frequency range. We measured optical constants of various

natural stones using THz-TDS. Among the investigated stones, dolomite in particular exhibited a high

refractive index of 2.7 and low absorption over the measured THz frequency range. Using these properties,

a planoconvex lens was fabricated using dolomite stone by the conventional lens making processes. The

measured beam profiles using the 4-f geometry were well explained by Fraunhofer’s diffraction theory

in the THz frequency range. With the proof-of-principle demonstration of a THz lens made out of

dolomite, it was suggested that natural stones have the possibility as THz optical element materials for

both scientific and economic aspects.

Secondly, we have reported for the first time a spectral fingerprint of crystal seraphinite, a type of

gemstone, in the THz frequency range. It was found from our measurement that seraphinite has the

strong IR-active modes at 0.80, 0.96 and 1.20 THz. In particular, the 0.96 THz mode has exhibited a

strong and narrow absorption with a quality factor of 8, which is comparable to the well known reported

0.53 THz mode in α-lactose monohydrate. The polarization-dependent THz-TDS measurements with

varying the azimuthal angle of seraphinte show that seraphinite has the birefringence originated from

its crystalline monoclinic structure with the space group C2/m as well as the Au(z′)-symmetry of the

0.80 and 1.20 THz modes and the Bu(x′, y′)-symmetry of the 0.96 THz mode. Theoretical interpretation

based on the Kurosawa formula has shown an excellent agreement with the observed phonon-polariton

dispersion anisotropy. Thus, we concluded that the strong absorption mode at 0.96 THz is expected as

an optical phonon mode. It is hoped from the experimental results measured with natural stones and

gemstones that THz spectroscopy may become useful for identification and characterization of various

mineral compounds.

Finally, we studied the polarization dependence of α-lactose monohydrate confined in a wedge-shaped

sub-wavelength metal slit using THz-TDS. The diffraction from an aperture is one of well known physical

phenomena. However, the diffraction by a sub-wavelength sized aperture shows anomalous behaviors that

can not be explained by classical Kirchhoff’s diffraction theory. When the aperture is replaced by a single

slit, the diffraction caused by the slit has two distinct situations in which corresponds to the polarization

of the incident waves with respect to the slit direction. Although the Kirchhoff’s theory fails in the

sub-wavelength region, it can be deduced from the waveguide theory that the electric field perpendicular

to the slit direction can propagate through the slit due to low cutoff frequency. However, it is difficult

for the electric field parallel to the slit direction to propagate through by the same analogy. In contrast

to the electric field, since the boundary conditions obtained by Bethe’s first-order approximation are

regardless of shape and size of the aperture, the magnetic field perpendicular or parallel to the slit
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direction is always considered as constant over the slit. Thus, the E field inside the slit exhibits a strong

polarization dependence. Using the α-lactose monohydrate with a strong absorption line at 0.53 THz, we

measured the temporal and spectral amplitude changes of the transmitted THz wave within a slit with

in the range from 6 µm to 60 µm. Experimental results carried out by THz-TDS reveal that the spectral

response of the material is strongly coupled with the polarization state of the THz waves, and that the

material does not interact at all with the THz waves in the limit of an extreme sub-wavelength-sized slit

when the polarization of the incident electric field is parallel to the slit direction. This study would be

helpful for research on polarization sensitive investigation using small amounts of materials confined in

a sub-wavelength sized slit or aperture using spectroscopic techniques.
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Chapter A. Supplements

A.1 The physical units in THz frequency range

A.1.1 The relation between distance and time

Provided the distance and time are denoted as s and t, then s = c · t, where c is the speed of light

in vacuum. Then the time corresponding 1mm is as follows

1 mm = 3× 108 m/s× t

⇔ t =
1× 10−3

3× 108
s =

1

3
× 10−11 s =

1

3
× 10−12 × 10 s = 3.3 ps. (A.1)

According to the above equation, 10000 fs is derived as follows

1 mm : 3.3 ps = 3 mm : X

⇔ X = 9.9 ps ' 10 ps = 10000 fs. (A.2)

A.1.2 The relation between 1 THz and wavelength

The basic dispersion equation is

k =
ω

c
n =

2π

λ0
n =

2π

λm
, (A.3)

where λ0 is the wavelength in vacuum, λm is the wavelength in material, and ω = 2πf . In vacuum, n is

1, then

k =
ω

c
=

2πf

c
=

2π

λm

⇔ f

c
=

1 THz

3× 108 m/s
=

1× 1012 s−1

3× 108 m/s
=

1

λm

⇔ λm = 3× 10−4 m = 3× 10−4 × 10−2 × 102 m

= 3× 102 µm = 300 µm. (A.4)

Therefore the wavelength is inversely proportional to the frequency.

A.1.3 The relation between 1 THz and wavenumber

In vacuum, the basic dispersion equation is

k =
ω

c
=

2πf

c
=

2π

λm

⇔ k = 2π × 1 THz

3× 108 m/s
= 2π × 1012 s−1

3× 108 m/s
= 2π ×

[1

3
× 104 m−1

]
= 2π ×

[1

3
× 104 × 10−2

10−2 m

]
= 2π ×

[1

3
× 102

cm

]
' 2π ×

[
33 cm−1

]
. (A.5)
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A.1.4 The relation between 1 THz and Energy

Energy corresponding to 1THz is as follows

E = ~w =
h

2π
· 2πf = h · f

' (4.1× 10−15 eV · s)× (1× 1012 s−1)

= 4.1× 10−3 eV = 4.1 meV. (A.6)

A.2 No Pockels effect in the centro-symmetric crystals

In section 2.5.2, we encountered that the linear electro-optic effect vanishes in centro-symmetric

crystals [7, 19]. The reason is due to the spatial inversion of the crystal [19].1 The linear electro-optic

coefficient rijk is defined by Eq. (2.108). For a centro-symmetric crystal, rijk under the inversion operator

denoted as iinv becomes

iinv rijk = iinv

[
∂ηij
∂Ek

∣∣∣∣∣
E=0

]
=

∂ηij
∂(−Ek)

∣∣∣∣∣
E=0

= −∂ηij
∂Ek

∣∣∣∣∣
E=0

= −rijk, (A.7)

where the inversion operator iinv represents a symmetry operation with respect to the center of symmetry

or center of inversion (i.e. a point) [19,85].2 Since any tensor is invariant under the inversion operation

in a centro-symmetric system, iinv under the inversion operator can be evaluated as

iinv rijk = rijk. (A.8)

Eqs. (A.7) and (A.8) are satisfied only if rijk = 0 [19]. Consequently, there is no Pockels effect in centro-

symmetric crystals. This fact can be also described using a potential curve of noncentro-symmetric or

centro-symmetric crystals, which is explained in Boyd pp. 22-33 [7].

A.3 Estimating the peak intensity of the laser beam

A.3.1 Beam radius at the focus

Suppose that a Gaussian beam with a wavelength of λ propagates in the direction of z. The radius

of the beam spot w would be focused when the beam passes through a lens with focal length of f . At

the focus, the radius of the beam spot becomes w0. Then the beam parameter at the focus is defined as

z

x

2w0

Intensity
profile

Figure A.1: The spot size w (blue) of a Gaussian beam as a function of propagation direction of z.

1See Yariv. [19] p. 223.
2See Cotton [85] pp. 22, 35.
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z0 = πw2
0n/λ, where n is the refractive index of the space with the beam. Using this beam parameter,

the radius of the beam spot w can be written as a function of w0 and z0, giving [19]

w2(z) = w2
0

(
1 +

z2

z2
0

)
. (A.9)

Fig. A.1 shows a Gaussian beam is focused with a beam radius of w0, where the blue line represents w.

For large z3, Eq. (A.9) becomes [19]

w(z) ' w0
z

z0
=

zλ

πw0n
. (A.11)

Equation (A.11) is a well used formula to calculate the beam radius at the focus by substituting the

focal length f of the used optical component into z. So, if we know the spot radius w0 of the incident

beam to the lens, then the beam radius at the focus can be estimated as

w0 =
fλ

πwn
∝ f

w
. (A.12)

Provided D is the diameter at the lens position and d is the diameter at the focus, Eq. (A.12) can be

modified in terms of the beam diameter as4

d =
4

π

λf

Dn
' 1.27

λf

Dn
, (A.14)

where Eq. (A.14) is approximately the same with the diameter of an Airy disk induced by the Fraunhofer’s

diffraction theory: [11]

d ' 1.22
λf

D
. (A.15)

Suppose that a laser beam with wavelength of 840 nm and beam radius 5 mm passes through a lens

with focal length 150 mm. Then the beam radius at the focus is computed as

w0 =
fλ

πwn
=

840 nm× 150 mm

π × 5 mm× 1
= 8021 nm ' 8 µm. (A.16)

Therefore, the beam diameter of the spot is approximately 20 µm.

A.3.2 Peak intensity (power) at the focus

In this section, calculation of the peak intensity is described. Assume that a laser beam from a

mode-locked Ti:Sapphire oscillator with repetition rate of 80 MHz is focused to a beam radius of 5 µm.

The measured beam power is 2 W.

First, the energy per a pulse (Spulse) needs to be calculated. Since the beam has a repetition rate (R)

3

w2(z) = w2
0

(
1 +

z2

z2
0

)
= w2

0

z2

z2
0

(
1 +

z2
0

z2

)
' w2

0

z2

z2
0

for large z. (A.10)

4

w0 =
fλ

πwn
=

2fλ

πDn
=
d

2
⇔ d =

4λf

πDn
' 1.27

λf

Dn
. (A.13)
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of 80 MHz, a single pulse energy can be calculated as

Spulse =
P

R
=

2 W

80 MHz

=
2 J s−1

80× 106 s−1
= 0.025 µJ = 25 nJ,

(A.17)

where P is intensity measured by a power meter.

Next, the peak intensity at the focus should be calculated. For the sake of simplicity, assume that

the pulse is a square pulse as shown in Fig. A.2 and the FWHM (full width at half maximum) of a pulse

is 160 fs. Then the peak intensity can be calculated by a pulse energy divided by FWHM. The beam

spot (beam diameter) is given by

Ipeak = 25 nJ × 1

160 fs
× 1

π × (5 µm)2
' 190 GW/cm2. (A.18)

A.3.3 Estimating the electric field strength and the peak intensity

If a square pulse is replaced by a Gaussian pulse, more accurate peak intensity can be obtained.

The electric field with a slowly varying field amplitude in the direction of z-axis can be expressed as

E(x, t) = E0(x, t)ei(kz−ωt) + c.c., (A.19)

where ω is the carrier frequency and k is the linear part of the wavevector at ω [7]. The slowly varying

amplitude E0 is generally written in terms of the spectral profile F and the phase Φ as

E0(x, t) = A0F (x, y)A(z, t)eiΦ(z,t), (A.20)

where F (x, y) has a Gaussian distribution with respect to x and y and A0 is in the units of [V/m].

For sake of simplicity, F is assumed to be unity (1) (i.e. The distribution on the xy plane is uniform.).

Then, Eq. (A.19) at x = 0 becomes

E(x, t) = A0A(z, t)eiΦ(z,t)ei(kz−ωt) + c.c., (A.21)

0

Gaussian pulse

Square pulse

FWHM

FWHM

Figure A.2: A Gaussian pulse and a square pulse as a function of time t. FWHM of the Gaussian pulse
|E(t)| and square pulse are represented by blue letter and red letters, respectively.
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which implies that5

|E(0, t)| = A0 exp

[
− (t− t0)2

σ2

]
(A.23)

with

A(0, t) = exp

[
− (t− t0)2

σ2

]
, (A.24)

where the deviation σ is defined by σ = FWHM/(2
√

ln 2).6 In order to obtain the field strength A0, the

energy flow described by the Poynting vector of S should be considered. For the infinite plane wave,

Eq. (A.19) becomes

E(x, t) = E0e
i(kz−ωt) + c.c., (A.30)

where E0 is the magnitude of the electric field or just simply the electric field strength. In the case of

the electric field defined by Eq. (A.30), the time-averaged Poynting vector 〈S〉 is [7]7

〈S〉 = 〈E ×H〉 = k̂ 2n

√
ε0
µ0
|E0|2 = k̂ 2nε0c|E0|2. (A.31)

The magnitude of the time-averaged Poynting vector is called as the intensity I ([W/m2]) given by [12,27]8

I ≡ |〈S〉| = 2

√
ε

µ
|E0|2 = 2n

√
ε0
µ0
|E0|2 = 2nε0c|E0|2 =

2n

Z0
|E0|2, (A.33)

where Z0 =
√
µ0/ε0 = 376.7 Ω is the impedance of free space and n is assumed to be unity. Although

the electric field in the system is a pulse, the intensity can be approximately obtained from Eq. (A.33).

Equation (A.33) is valid for the electric field described in Eq. (A.30). The conventional description

of the electric field is defined by E(x, t) = 1/2 ×
(
E0e

i(kz−ωt) + c.c.
)
. In this case, the intensity is

|〈S〉| = (1/2)
√
ε/µ|E0|2 = (1/2)n

√
ε0/µ0|E0|2 = (1/2)nε0c|E0|2 = (n/2Z0)|E0|2. The unit of the

5

|E(x, t)| = |A0 A(z, t) eiΦ(z,t) ei(kz−ωt) + c.c.| = |A0 A(z, t)|
∣∣∣(eiΦ(z,t) ei(kz−ωt) + c.c.

)∣∣∣ = E0 |A(z, t)|. (A.22)

6A function f(x) with Gaussian distribution N(µ = 0, σ) is given by

f(x) = a0 exp

[
−
x2

σ2

]
. (A.25)

Then f(x) has half maximum value at some position denoted by xp, which can be obtained by

a0

2
= a0 exp

[
−
x2
p

σ2

]
(A.26)

⇔ ln(1/2) = −
x2
p

σ2
⇔ − ln 2 = −

x2
p

σ2
⇔ x2

p = σ2 ln 2 (A.27)

⇔ xp = σ
√

ln 2. (A.28)

Therefore the full width at the half maximum (FWHM) is

FWHM = 2xp = 2σ
√

ln 2. (A.29)

7See Boyd [7] p.p. 592-593.
8From Eq. (3.51), √

ε

µ
=

√
ε0ε

ε0µ
=

√
ε

ε0

√
ε0

µ
= n

√
ε0

µ0
=

n

Z0

(
= n

√
ε0ε0

ε0µ0
= nε0c

)
. (A.32)

See Jackson, Classical electrodynamics 3 rd edition [12], p. 298.

127



intensity is W/m2 as follows

1

[Ω]

[V 2]

[m2]
=

[A]

[V ]

[V 2]

[m2]
=

[A][V ]

m2
=

[C/s][J/C]

m2
=

[J/s]

m2
=
W

m2
, (A.34)

where the units of the impedance, the electric potential and the electric current are Ω, V , and A (Am-

pere), respectively.

The electromagnetic power can be considered as the flux of the Poynting vector S over a specific

area given by [129]

P =

∫
area

〈S〉 · n̂da, (A.35)

where da is the area element and n̂ is the normal vector of the area. Since the power is proportional to

〈S〉 (i.e. 〈S〉 ∝ |E0|2), the power can be written as9

P (t) = P0 exp

[
−2t2

σ2

]
, (A.37)

where P0 is in the units of [W=J/s] and t0 is substituted by zero. A single pulse energy Spulse obtained

by Eq. (A.17) can be written as

Spulse ≡
∫ ∞
−∞

dt P (t) = P0

∫ ∞
−∞

exp

[
−2t2

σ2

]
= σP0

√
π

2
, (A.38)

where Eq. (C.106) is used for the integration. Then, P0 becomes

P0 =
Spulse

σ

√
2

π
. (A.39)

Since the optical beam has a Gaussian distribution, the intensity in Eq. (A.33) can be considered

to have a spectral distribution given by

I = Ipeak exp

[
−x

2

σ2
x

]
exp

[
− y

2

σ2
y

]
, (A.40)

where Ipeak is the peak intensity in the units of [W/m2]. Note that the power has a peak value of P0 at

t = 0. By substituting Eq. (A.40) into Eq. (A.35), the peak power P0 can be written by

P0 =

∫ ∞
−∞

dx

∫ ∞
−∞

dy Ipeak exp

[
−x

2

σ2
x

]
exp

[
− y

2

σ2
y

]
= Ipeak

∫ ∞
−∞

dx exp

[
−x

2

σ2
x

] ∫ ∞
−∞

dy exp

[
− y

2

σ2
y

]
= σxσyπIpeak,

(A.41)

so that

Ipeak =
P0

σxσyπ
. (A.42)

9Since E(x, t) can be expressed by separation variables, the power becomes

P =

∫
area
〈S〉 · n̂da ∝

∫
area

d2x′ |E0(x′, t)|2 =

∫
area

d2x′ |F (t) E0(x′)|2 = |F (t)|2
∫

area
d2x′ |E0(x′)|2 ∝ |F (t)|2.

(A.36)
Therefore |F (t)| can be written given by |F (t)| = exp

[
(t− t0)2/σ2

]
when |F (t)| has a Gaussian distribution in Eq. (A.24).
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A function f(x) with Gaussian distribution N(µ = 0, σ) has a value of 1/e × f(x = σ).10 Then the

deviations σj for j ∈ {x, y} can be approximated as half of the beam radius given by

σj '
r

2
, (A.45)

where r is the beam radius at the focus. By substituting Eq. (A.45) into Eq. (A.42), we obtain the peak

intensity in the form

Ipeak '
P0
r
2
r
2π

= 4
P0

πr2
=

4

πr2

Spulse

σ

√
2

π
. (A.46)

By Eq. (A.33), the field strength in the case of the Gaussian beam can be obtained by

|E0| =
√
Z0

2n
Ipeak '

√
Z0

2n
× 4

P0

πr2

=

√
Z0

2n
× 4

πr2
× Spulse

σ

√
2

π
=

2

r
(2π)−1/4

√
Z0

n

Spulse

πσ
,

(A.47)

where the deviation σ is defined by FWHM/(2
√

ln 2). The unit of the electric field strength is of course

V/m as follows √
[Ω]

[W ]

[m2]
=

√
[V ]

[A]

[J/s]

[m2]
=

√
[V ]

[m2]

[J ]

[A] [s]

=

√
[V ]

[m2]

[J ]

[C/s] [s]
=

√
[V ]

[m2]

[J ]

[C]
=

√
[V ]

[m2]
[V ] = [V/m],

(A.48)

where the units of the impedance, the electric potential, and the electric current are Ω, V , and A (Am-

pere), respectively. Note that the SI unit of the electric field is also N/C.

A.4 Estimating the THz electric field strength

By Eq. (2.160), the maximum THz field probed by the method decribed in section 2.5.6 can be

obtained for ϕ = π and α = π/2 in the form (Equation (2.160) has maxima for ϕ = α+ π/2 [21].)

∆I = Ip
wL

c
n3r41ETHz, (A.49)

where the refractive index n of ZnTe at the optical frequency of 800 nm is 2.8 and the electro-optic

coefficient r41 of ZnTe is 4 pm/V [2, 21]. ω is the optical angular frequency of the probe beam and the

maximum THz field can be obtained by just varying the azimuthal angle of ZnTe.

The THz field strength can be roughly calculated by Eq. (A.49) provided that we know all the

terms of ∆I and Ip in the same unit. However, this is an indifferent method since the THz waveform is

measured in the unit of voltage (V) by a Lock-in amplifier and the intensity of the probe beam Ip has in

10A function f(x) with the Gaussian distribution N(µ = 0, σ) is given by

f(x) = exp

[
−
x2

σ2

]
. (A.43)

At x = σ, f(x) becomes

f(σ) = exp

[
−
σ2

σ2

]
= e−1 ' 0.4. (A.44)
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Figure A.3: THz field strength measurement setup in case of probing (a) the elliptically polarized probe
beam and (b) the linearly polarized probe beam. The polarizer denoted by P has a slow axis oriented at
90◦ with respect to the former polarizer (not seen this figure). The experimental components should be
the same as THz-TDS except for applying not THz waves but AC bias voltage to the EO material using
function generator.

the units of W/m2. To obtain the THz electric field strength by Eq. (A.49), ∆I and Ip should be unified

into the same unit.

The better way to obtain the THz field strength rather than by using Eq. (A.49) is to directly

compare an applied biased voltage in the EO material via a Lock-in voltage signal from an elliptically

polarized probe beam through EO material induced by THz field [130–132]. This approach is the same

as using an EO light modulator [19]. Let’s consider that the EO material has a square shape of thickness

l and length d of one side and electrodes are attached on the top and bottom of the EO material across

the gap of d. An EO material such as ZnTe has to be mounted in a non-metal holder. Provided the

external voltage VFG from a function generator (FG) is biased in the EO material, the external electric

field Eext is defined as

Eext =
VFG

d
. (A.50)

Figure A.3 shows the experimental setup for measuring the THz field strength, which is nearly

the same as the setups shown in Fig. 2.11. Since THz waves can be measured by two ways described in

section 2.5.6 and 2.5.7, THz field strength can also be measured by probing the elliptically polarized probe

beam (Fig. A.3(a)) or the linearly polarized probe beam (Fig. A.3(b)). The experimental components

should be the same as THz-TDS except for applying not THz waves but bias voltage to the EO material

using a function generator. Recall that the biased electric field is achieved by a step function signal from

a 65 kHz function generator with dc voltages of 30 V (TOELLNER TOE 7704). We applied DC bias

with step function signal of 65 kHz (AC bias) to EO material since the signal is measured by a Lock-in

amplifier to remove noise.
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Figure A.4: The described EO responsiveness measured frequency range.

THz field strength measurement described in Fig. A.3 must be accompanied by the assumption that

the EO responsivity is nearly the same in the measured frequency range in kHz by the function generator

and THz by the THz waves as shown in Fig. A.4. When the AC bias is applied to the EO material, the

intensity of the probe beam measured by two photodiodes in Fig. A.3(a) (or a photodiode in Fig. A.3(b))

is different from zero. Then the photocurrents from the photodiodes are measured by a Lock-in amplifier

in the units of voltage. Provided Eext is 30 V/cm from VFG=30 V and d =1 cm from Eq. (A.50), the

measured voltage signal can be calibrated following the procedure by

30 V/cm ≡ VLock-in, (A.51)

where VLock-in is the Lock-in signal in the unit of valtage.

A.5 Radiated electric field by the nonlinear source in the far-

field

Assuming that the nonlinear crystal is assumed to be an isotropic dispersionless material, the non-

linear wave equation in the time domain is [7]

∇2E − ε(1)

c2
∂2

∂t2
E(x, t) =

1

ε0c2
∂2

∂t2
PNL(x, t), (A.52)

where the relative (dimensionless) dielectric constant is denoted as ε(1) = ε/ε0 and the electric field E

represents the radiated field induced by the nonlinear polarization PNL. The coefficient of the second

term can be written as
ε(1)

c2
=

ε

ε0

1

c2
=

ε

ε0
µ0ε0 = µ0ε =

1

v2
, (A.53)

where v is the phase velocity. Recall that E and PNL in Eq. (A.52) were assumed to be quasi-

monochromatic in the beginning of section A.6.1. By Eq. (A.100), E and PNL can be written in

the form
E(x, t) = E(x)e−iωt,

PNL(x, t) = PNL(x)e−iωt.
(A.54)

According to electromagnetic wave theory [12, 127]11, the scalar potential or any component of an

11See J. D. Jackson [12] pp. 243-246 and J. A. Stratton [127] pp. 424-248.
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electric field satisfies the wave equation given by[
∇2 − 1

v2

∂2

∂t2

]
Ψ(x, t) = −f(x, t), (A.55)

where g represents a source distribution. The Fourier transforms of Ψ(x, t) and f(x, t) are defined by

the equations

Ψ(x, t) =
1

2π

∫
dω Ψ(x, ω)e−iωt,

f(x, t) =
1

2π

∫
dω f(x, ω)e−iωt.

(A.56)

The Green function G(x, x′, t, t′) satisfies the inhomogeneous wave equation in Eq. (A.55), yield-

ing [133]12 [
∇2 − 1

v2

∂2

∂t2

]
G(x, x′, t, t′) = −δ(x− x′) δ(t− t′), (A.57)

which implies that the solution Ψ of Eq. (A.55) can be written as13

Ψ(x, t) =

∫
d3x′ dt′ G(x, x′, t, t′) f(x′, t′), (A.59)

where x and x′ represent the field (observation) point and the source point, respectively. Then the Green

function is calculated as14 [12]

G(x, x′, t, t′) =
1

4πR
δ

(
t′ −

[
t− R

v

])
, (A.60)

where R = |R| = |x− x′| and the retarded time is denoted by t′ = t− R/v. By using Eqs. (A.59) and

(A.60), the explicit solution Ψ of Eq. (A.55) can be obtained by [12,127]

Ψ(x, t) =

∫
d3x′ dt′ G(x, x′, t, t′) f(x′, t′)

=
1

4π

∫
d3x′ dt′

f(x′, t′)

R
δ

(
t′ −

[
t− R

v

])

=
1

4π

∫
d3x′

[f(x′, t′)]ret

R
,

(A.61)

where [f(x′, t′)]ret = f(x′, t′ = t−R/v). Since the wave equation for each field component in Cartesian

coordinates can be written as Eq. (A.55), the solution E of Eq. (A.52) can be also obtained by [12]15

E(x, t) = − 1

4πε0c2

∫
d3x′

1

R

[
∂2

∂t′2
PNL(x′, t′)

]
ret

, (A.62)

12See M. L. Boas [133] pp. 670-674
13Since ∇ and t are independent with respect to x′ and t′, Eq. (A.59) can be a solution of Eq. (A.55) given by[

∇2 −
1

v2

∂2

∂t2

]
Ψ(x, t) =

[
∇2 −

1

v2

∂2

∂t2

] ∫
d3x′ dt′ G(x, x′, t, t′) f(x′, t′)

=

∫
d3x′ dt′

[
∇2 −

1

v2

∂2

∂t2

]
G(x, x′, t, t′) f(x′, t′)

= −
∫
d3x′ dt′ δ(x− x′) δ(t− t′) f(x′, t′) = −f(x, t).

(A.58)

14See Jackson [12] pp.243-245.
15See J. D. Jackson [12] p. 246.
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where the last term containing the time derivative in the integrands can be calculated as [12] 16

[
∂2

∂t′2
PNL(x′, t′)

]
ret

=
∂2

∂t2
[
PNL(x′, t′)

]
ret

=
∂2

∂t2
PNL(x′, t′ = t−R/v). (A.69)

By Fourier transformation, the nonlinear wave equation of Eq. (A.52) in the frequency domain

becomes

∇2E +
ω2

c2
ε(1)E(x, ω) = − ω2

ε0c2
PNL(x, ω), (A.70)

which can be written as a wave equation in the frequency domain as in Eq. (A.55) as17

∇2Ψ(x, ω) +
ω2

c2
ε(1)Ψ(x, ω) = −f(x, ω), (A.71)

where ω2n2/c2 = ω2/v2 and n2 = ε(1). Analogous to Eq. (A.57), the Green function G satisfying the

16See R. W. Boyd [7] p. 381. Let A be a function of t and z so that A(t, z). Since the retarded time t′ is defined
by t′ = t − z/v, the function A can be written as A(t, z) = A(t′, z′) in the case when z = z′. The total differentials of
A(t′, z′) and A(t, z) become

dA(z′, t′) =
∂A

∂z′
dz′ +

∂A

∂t′
dt′

=
∂A

∂z′
dz′ +

∂A

∂t′

[
∂t′

∂t
dt+

∂t′

∂z′
dz′

]

=

[
∂A

∂z′
+
∂A

∂t′
∂t′

∂z′

]
dz′ +

∂A

∂t′
∂t′

∂t
dt,

(A.63)

dA(z, t) =
∂A

∂z
dz +

∂A

∂t
dt =

∂A

∂z
dz′ +

∂A

∂t
dt. (A.64)

By comparing Eqs. (A.63) and (A.64), we obtain(
dA

dz

)
dt=0

=

(
∂A

∂z

)
t

≡
∂A

∂z
=
∂A

∂z′
+
∂A

∂t′
∂t′

∂z′
, (A.65)(

dA

dt

)
dz′=0

=

(
∂A

∂t

)
z′
≡
∂A

∂t
=
∂A

∂t′
∂t′

∂t
, (A.66)

which implies that

∂

∂z
=

∂

∂z′
−

1

v

∂

∂t′
, (A.67)

∂

∂t
=

∂

∂t′
, (A.68)

where ∂t′/∂z′ = −1/v and ∂t′/∂t = 1.
17By using Eq. (A.56),

∇2Ψ−
1

v2

∂2

∂t2
Ψ(x, t) = −f(x, t)

⇔ ∇2 1

2π

∫
dωΨ(x, ω)e−iωt −

1

v2

∂2

∂t2
1

2π

∫
dωΨ(x, ω)e−iωt = −

1

2π

∫
dωf(x, ω)e−iωt

⇔
1

2π

∫
dω∇2Ψ(x, ω)e−iωt −

1

v2

1

2π

∫
dωΨ(x, ω)

∂2

∂t2
e−iωt = −

1

2π

∫
dωf(x, ω)e−iωt

⇔
1

2π

∫
dω∇2Ψ(x, ω)e−iωt +

1

v2

1

2π

∫
dωΨ(x, ω)ω2e−iωt = −

1

2π

∫
dωf(x, ω)e−iωt

⇔
1

2π

∫
dω

[
∇2Ψ(x, ω) +

ω2

v2
Ψ(x, ω)

]
e−iωt = −

1

2π

∫
dωf(x, ω)e−iωt

⇔ ∇2Ψ(x, ω) +
ω2

v2
Ψ(x, ω) = −f(x, ω),

where ω2/v2 = ω2n2/c2 and n2 = ε(1). Eq. (A.52) is also transformed into Eq. (A.70) in the frequency domain by the
same analogy.
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inhomogeneous wave equation as in Eq. (A.71) can be written as18

[
∇2 +

ω2

c2
ε(1)

]
G(x, x′, ω) = −δ(x− x′), (A.73)

which implies that the solution Ψ of Eq. (A.71) can be written as

Ψ(x, ω) =

∫
d3x′ G(x, x′, ω) f(x′, ω). (A.74)

G(x, x′, ω) is the inverse Fourier transform of G(x, x′, t, t′) given by

G(x, x′, ω) =

∫
dτ G(x, x′, τ) eiωτ , (A.75)

where G(x, x′, t, t′) = G(x, x′, τ) with τ = R/v = t− t′, so that G(x, x′, ω) becomes19

G(x, x′, ω) =
1

4πR
exp

[
iω
R

v

]
, (A.77)

where R = |x− x′|. Therefore, the explicit solution Ψ of Eq. (A.71) is [12]

Ψ(x, ω) =

∫
d3x′ G(x, x′, ω) f(x′, ω)

=
1

4π

∫
d3x′

f(x′, ω)

R
eiωR/v.

(A.78)

The solution E of Eq. (A.70) is

E(x, ω) =
1

4πε0

ω2

c2

∫
d3x′

PNL(x′, ω)

R
eiωR/v. (A.79)

Now, we need to concentrate on finding the far-field solution of Eqs. (A.62) and (A.79). In the

18Analogous to Eq. (A.57),[
∇2 +

ω2

c2
ε(1)

]
Ψ(x, x′, ω) =

[
∇2 +

ω2

c2
ε(1)

] ∫
d3x′ G(x, x′, ω) f(x′, ω)

=

∫
d3x′

[
∇2 +

ω2

c2
ε(1)

]
G(x, x′, ω) f(x′, ω)

= −
∫
d3x′ δ(x− x′) f(x′, ω) = −f(x, ω).

(A.72)

19By Eq. (A.60) and τ = R/v = t− t′,

G(x, x′, ω) =

∫
dτ G(x, x′, τ) eiωτ

=
1

4πR

∫
dτ δ

(
t′ −

[
t−

R

v

])
eiωτ =

1

4πR

∫
dτ δ

(
−[t− t′] +

R

v

)
eiωτ

=
1

4πR

∫
dτ δ

(
−τ +

R

v

)
eiωτ =

1

4πR
eiω

R
v .

(A.76)
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far-field zone (i.e. |x′| � |x|), R in the integrands of Eqs. (A.62) and (A.79) can be expanded as20

R ' r − x · x
′

r
,

1

R
' 1

r
+
x · x′

r3
, (A.82)

where |x| = r and |x′| = r′. Then the far-field solutions21 for time domain and frequency domain become

E(x, t) =
−1

4πε0c2
1

r

∂2

∂t2

∫
d3x′ PNL

(
x′, t′ = t− R

v

)
, (A.83)

E(x, ω) =
ω2

4πε0c2
exp (ikr)

r

∫
d3x′ PNL(x′, ω) exp

[
−ikx · x

′

r

]
, (A.84)

where ω/v = ωn/c ≡ k. From Eqs. (A.62) and (A.79), we can see that the electric field E can be

calculated provided that we know the nonlinear polarization PNL. If the nonlinear medium is spatially

homogeneous, or in other words, the nonlinear polarization is considered a constant with respect to

the source points (i.e. independent from the source position), the radiated electric field in the far-field

E(x, t) is approximately proportional to the nonlinear polarization as follows:

E(x, t) ' −1

4πε0c2
1

r

∂2

∂t2
[
PNL(t′)

]
ret

∫
d3x′ ∝ ∂2

∂t2
PNL(t). (A.85)

By the same analogy, the radiated field E(x, ω) in the far-field becomes

E(x, ω) ∝ ω2PNL(ω). (A.86)

We can say that the radiated electric field in the frequency domain is proportional to the nonlinear

polarization.

There is a practical example described in Ref. [5, 6]. For a linearly polarized field, the effective

polarization PNL in the z-axis direction can be expressed by [5–7]

P (2)(x, t) = P (2)(x, ω2)e−iω2t, (A.87)

with

P (2)(x, ω2) = ε0χ
(2)A∗1(x)A3(x)eik2z = P (2)eik2z, (A.88)

where k2 = k3 − k1 and χ(2)(ω2;−ω1, ω3). With A1(x) and A3(x) being constant, the nonlinear polar-

ization becomes

P (2)(x, t) ' P (2)ei(k2z−ω2t). (A.89)

20Provided the angle between |x| = r and |x′| = r′ is γ, R for x′ � x can be expressed by the law of cosines given
by [13]

R = |x− x′| =
√
r2 + r′2 − 2rr′ cos γ =

√
r2 + r2 − 2x · x′

=

[
r2

(
1 +
�
��r
′2

r2
− 2

x · x′

r2

)] 1
2

= r

[(
1− 2

x · x′

r2

)] 1
2

' r
[
1−

x · x′

r2

]
= r −

x · x′

r
,

(A.80)

which implies that

1

R
=

[
r −

x · x′

r

]−1

=

[
r

(
1−

x · x′

r2

)]−1

'
1

r

[
1 +

r · x′

r2
+ · · ·

]
=

1

r
+

x · x′

r3
+ · · · . (A.81)

21The term “far-field” is defined in J. D. Jackson, Classical electrodynamics 3 rd edition, p. 408 [12].
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The far-field solutions for the time domain and frequency domains in the case of Eq. (A.89) become22

E(x, t) =
−1

4πε0c2
1

r

∂2

∂t2
P (2) exp[i(k2r − ω2t)]

∫
d3x′ exp

[
ik2

(
z′ − x · x

′

r

)]
, (A.92)

E(x, ω) =
1

4πε0

ω2

c2
exp (ikr)

r
P (2)

∫
d3x′ exp

[
ik2

(
z′ − x · x

′

r

)]
, (A.93)

where k2 ≡ ω2/v.

A.6 Generation and detection behavior from zinc-blende crys-

tals with various cut orientation

A.6.1 THz generation via optical rectification

The rectified field radiated by the optical rectification described in section 2.4.1 is THz waves.

Assuming that the pump beams are quasi-monochromatic, the optical rectification is described by the

difference frequency generation which comes from 2nd-order nonlinear susceptibility in the nonlinear

crystal, giving

P
(2)
i (Ω) = 2ε0

∑
jk

χ
(2)
ijk(Ω;−ω + Ω, ω)E∗j (ω − Ω)Ek(ω), (A.94)

where Ω and ω represent a THz frequency and an optical frequency, respectively. In the optical rectifi-

cation, Ω is sufficiently smaller than ω, which implies that Ω can be considered as zero. Then Eq. (A.94)

becomes

P
(2)
i (0) = 2ε0

∑
jk

χ
(2)
ijk(0;−ω, ω)E∗j (ω)Ek(ω). (A.95)

When the frequency of the probe beam is much smaller than the lowest resonance frequency of the

nonlinear crystal and the dispersion of the susceptibility for the nonlinear crystal is neglected23, the

22

E(x, t) =
−1

4πε0c2
1

r

∂2

∂t2

∫
d3x′ P (2) exp

[
i

{
k2z
′ − ω2

(
t−

R

v

)}]
=

−1

4πε0c2
1

r

∂2

∂t2
P (2)

∫
d3x′ exp

[
i(k2z

′ − ω2t)
]

exp

[
iω2

1

v

(
r −

x · x′

r

)]
=

−1

4πε0c2
1

r

∂2

∂t2
P (2) exp(ik2r)

∫
d3x′ exp

[
i(k2z

′ − ω2t)
]

exp

[
−ik2

x · x′

r

]
=

−1

4πε0c2
1

r

∂2

∂t2
P (2) exp[i(k2r − ω2t)]

∫
d3x′ exp

[
ik2

(
z′ −

x · x′

r

)]
,

(A.90)

E(x, ω) =
1

4πε0

ω2

c2
exp (ikr)

r

∫
d3x′ P (2) exp

[
ik2

(
z′ −

x · x′

r

)]
=

1

4πε0

ω2

c2
exp (ikr)

r
P (2)

∫
d3x′ exp

[
ik2

(
z′ −

x · x′

r

)]
.

(A.91)

23Each sentence has a meaning as follows [7].

X The frequency of the probe beam is much smaller than the lowest resonance frequency of the nonlinear crystal.

⇒ There is no resonance in the frequency range measured by the probe beam.

⇒ The nonlinear material can be considered as a lossless material.

X The dispersion of the susceptibility for the nonlinear crystal is neglected.

⇒ The nonlinear susceptibility χNL is a constant in frequency domain.

⇒ The response function R in time domain (t) responds instantaneously to the applied electric field.
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nonlinear polarization can be obtained by Kleinman’s symmetry condition [7]. Under this condition, the

2nd-order susceptibility χ
(2)
ijk in a relationship with dijk given by

dijk =
1

2
χ

(2)
ijk (A.96)

can be abbreviated to the 3 × 6 matrix dil with contracted indices l [7]. In the case of a zinc-blende

crystal with the point group 4̄3m, the contracted matrix dil is simplified as

dil =


0 0 0 d14 0 0

0 0 0 0 d14 0

0 0 0 0 0 d14

 . (A.97)

The ZnTe crystal, a member of the point group 4̄3m, is a widely used nonlinear crystal for generation

as well as detection of THz waves. Provided the polarization of the incident pump beam propagating in

the +z direction is given by

E = E0


1

0

0

 (A.98)

in the lab coordinates (x, y, z) as shown in Fig. A.5, the electric field E on the (110) or (100) plane

can be expressed as E′ in the crystallographic coordinates (x′, y′, z′) by using the successive rotation

matrices. In crystallographic coordinates, the nonlinear polarization P ′ induced by χ(2)(0;−ω, ω) can

be written in the form


P

(2)
x′ (0)

P
(2)
y′ (0)

P
(2)
z′ (0)

 = 4ε0d14


0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1





E∗x′(ω)Ex′(ω)

E∗y′(ω)Ey′(ω)

E∗z′(ω)Ez′(ω)

E∗y′(ω)Ez′(ω) + E∗z′(ω)Ey′(ω)

E∗x′(ω)Ez′(ω) + E∗z′(ω)Ex′(ω)

E∗x′(ω)Ey′(ω) + E∗y′(ω)Ex′(ω)


, (A.99)

where E∗x′(ω) = Ex′(−ω).

Now, it is time to take into account the amplitude terms Ej in Eq. (A.99). The electric field for a

quasi-monochromatic wave is generally expressed as a function of amplitude and phase in the form24

E(x, t) = E0Re
[
ei(k·x−ωt)

]
, (A.100)

⇔ The response function R(t) can be expressed by a delta function δ(t) given by

R(t) = χ(NL)δ(t),

where χ(NL) is a constant.

24Eq. (A.101) is explained in detail in Boys [7] pp. 18-19.
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which implies25

E(x, t) =
E0

2

[
ei(k·x−ωt) + e−i(k·x−ωt)

]
=

[
E0

2
ei(k·x)

]
e−iωt +

[
E0

2
e−i(k·x)

]
eiωt

= E(ω)e−iωt + E(−ω)eiωt,

(A.101)

where E(ω) = A(ω)ei(k·x) and A(ω) = E0/2. Note that we are interested only in nonlinear behavior in

the time domain at a fixed position. So, we obtain A(ω) = A(−ω) = E0/2 for the fixed position in the

case when x = 0, which implies that E(ω) = E(−ω) = E∗(ω). Then Eq. (A.99) is reduced as


P

(2)
x′ (0)

P
(2)
y′ (0)

P
(2)
z′ (0)

 = 4ε0d14


0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1





E2
x′(ω)

E2
y′(ω)

E2
z′(ω)

2Ey′(ω)Ez′(ω)

2Ex′(ω)Ez′(ω)

2Ex′(ω)Ey′(ω)


. (A.102)

A.6.1.1 THz generation from (110) ZnTe crystal

The electric field on the (110) plane as shown in Fig. A.5(a) can be expressed in crystallographic

coordinates (x′, y′, z′) as

E′ = M (110)E = E0


− 1√

2
sin θ

1√
2

sin θ

cos θ

 (A.103)

with

M (110) ≡ Rsys
z2

(
3

4
π

)
Rsys
x1

(−θ)Rsys
y

(π
2

)
, (A.104)

where the rotations Rsys
j are defined by Eq. (C.15). θ represents the angle between the polarization of

the optical pump beam and the x-axis as shown in Fig. A.5. By Eq. (A.102), we obtain the 2nd-order

polarization in crystallographic coordinates as [134]

P ′ = 8ε0d14E
2
0


1√
2

cos θ sin θ

− 1√
2

cos θ sin θ

− 1
2 sin2 θ

 . (A.105)

According to Eq. (C.17), the inverse matrix of M (110) in Eq. (A.104) becomes

M−1
(110) =

[
Rsys
z2

(
3

4
π

)
Rsys
x1

(−θ)Rsys
y

(π
2

)]−1

= Rsys
y

(
−π

2

)
Rsys
x1

(θ)Rsys
z2

(
−3

4
π

)
, (A.106)

25E(x, t) for a quasi-monochromatec wave can be also expressed as [7]

E(x, t) = E(ω)e−iωt + E(−ω)eiωt = E(x)e−iωt + c.c..
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Figure A.5: Lab coordinates and crystallographic coordinates in case of (a) (110) ZnTe (b) (100) ZnTe.

by which P ′ can be transformed into lab coordinates as [134]

P = M−1
(110)P

′ = 8ε0d14E
2
0


− 3

2 cos θ sin2 θ

cos2 θ sin θ − 1
2 sin3 θ

0

 . (A.107)

In order to compute the radiated THz field induced by nonlinear polarization, we should go back

to the nonlinear wave equation. From Eq. (A.86), the angular dependence of the magnitude of the THz

electric field radiated from (110) ZnTe crystal in the far-field can be expressed as26

|E(Ω)| ∝ |P (Ω)| ∝
∣∣∣∣ sin θ2

[
1 + 3 cos2 θ

]1/2∣∣∣∣ . (A.112)

In a similar fashion, the polarization of the induced THz fields parallel to the x and y axes can be

26By using Matlab,

P (Ω) ∝
[(
−

3

2
cos θ sin2 θ

)2

+
(

cos2 θ sin θ −
1

2
sin3 θ

)2
]1/2

=

[
sin6 θ

4
+

5 cos2 θ sin4 θ

4
+ cos4 θ sin2 θ

]1/2

(A.108)

=
sin θ

2

[
sin4 θ + 5 cos2 θ sin2 θ + 4 cos4 θ

]1/2
(A.109)

=
sin θ

2

[
sin2 θ(1− cos2 θ) + 5 cos2 θ sin2 θ + 4 cos2 θ(1− sin2 θ)

]1/2
(A.110)

=
sin θ

2

[
sin2 θ + 4 cos2 θ

]1/2
=

sin θ

2

[
1 + 3 cos2 θ

]1/2
. (A.111)
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Figure A.6: The angular dependence of the radiated THz field with respect to the azimuthal angle θ of
(110) ZnTe crystal.

expressed as27

Ex(Ω) ∝ Px(Ω) = 8ε0d14E
2
0

[
3

8
(cos 3θ − cos θ)

]
, (A.117)

Ey(Ω) ∝ Py(Ω) = 8ε0d14E
2
0

[
3

8

(
sin 3θ − 1

3
sin θ

)]
. (A.118)

Figure A.6 shows the angular dependence of the radiated THz field. Note that angle θ represents

the angle between the polarization of the optical pump beam and the x-axis as shown in Fig. A.5. More

simple analysis is done in Ref. [135]. This may also be helpful in studying the radiation from zinc-blend

crystals.

27

cos 3θ − cos θ = cos(θ + 2θ)− cos θ = cos θ cos 2θ − sin θ sin 2θ − cos θ

= cos θ · (cos2 θ − sin2 θ)− sin θ · (2 sin θ cos θ)− cos θ

= cos3 θ − 3 cos θ sin2 θ − cos θ = cos3 θ − 3 cos θ · (1− cos2 θ)− cos θ

= 4(cos3 θ − cos θ) = 4 cos θ · (cos2 θ − 1) = −4 cos θ sin2 θ, (A.113)

which leads to

−
3

2
cos θ sin2 θ =

3

8
(cos 3θ − cos θ) . (A.114)

2 sin θ cos2 θ − sin3 θ = 2 ·
eiθ − e−iθ

2i

(
eiθ + e−iθ

2

)2

−
(
eiθ − e−iθ

2i

)2

=
1

8i

[
−eiθ + e−iθ + 3ei3θ − 3e−i3θ

]
=

1

8i

[
−
(
eiθ − e−iθ

2i

)
2i+ 3

(
ei3θ − e−i3θ

2i

)
2i

]
=

1

4

(
− sin θ + 3 sin 3θ

)
, (A.115)

so that

cos2 θ sin θ −
1

2
sin3 θ =

1

8

(
3 sin 3θ − sin θ

)
. (A.116)
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A.6.1.2 No THz generation from (100) ZnTe crystal

If the polarization of the incident pump beam is given by Eq. (A.98), the electric field E on the

(100) plane as shown in Fig. A.5(b) is expressed in the crystallographic coordinates (x′, y′, z′) as

E′ = M (100)E = E0


0

sin θ

cos θ

 (A.119)

with

M (110) ≡ Rsys
z2 (π)Rsys

x1
(−θ)Rsys

y

(π
2

)
. (A.120)

By Eq. (A.102), the 2nd-order polarization for (100) ZnTe crystal in the crystallographic coordinates is

P ′ = 8ε0d14E
2
0


cos θ sin θ

0

0

 . (A.121)

P ′ can be transformed into the lab coordinates as

P = M−1
(100)P

′ = 8ε0d14E
2
0


0

0

cos θ sin θ

 . (A.122)

By noting that the incident beam propagates along the z-direction, it is concluded that THz field

cannot be radiated from a (100) ZnTe crystal since there is no nonlinear polarization terms on the

xy plane (i.e. x and y axes) in Eq. (A.122). The content described in this section was confirmed in

Ref. [134–136].

A.6.2 THz detection via the Pockels effect

A.6.2.1 Simple representation of the balanced detection scheme

The probe beam transmitted through a quarter-wave plate, a ZnTe and a half-wave plate can be

written by the Jones matrix as

E = Ep R(−π
4

)J(
π

2
)R(

π

4
)︸ ︷︷ ︸

λ/4 plate

[
1 0

0 eiΓ

]
︸ ︷︷ ︸

ZnTe

1√
2

(
1

1

)
︸ ︷︷ ︸

Eprobe

, (A.123)
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where R and J represent the rotation matrix and the Jones matrix for a retardation plate defined by

Eq. (2.120) and Eq. (2.121), respectively. By calculation, this equation becomes28

E =
Ep

2
exp

(
i
π

4

)[1− i exp (iΓ)

−i+ exp (iΓ)

]
, (A.124)

so that29

Ix = |Ex|2 =
E2

p

2
(1 + sin Γ), (A.127)

Iy = |Ey|2 =
E2

p

2
(1− sin Γ). (A.128)

The balanced signal is then obtained as

∆I = Ix − Iy = Ip sin Γ, (A.129)

where Ip ≡ E2
p.

A.6.2.2 THz detection by the (110) ZnTe crystal

The principle for the measurement of THz field by EO sampling is explained in the preceding

section 2.5. The processes of the EO detection method with (110) ZnTe are more briefly introduced in

this section.

Figure A.7 shows the geometry of a (110) ZnTe crystal used as a THz sensor, where x, y and z are

the principal axes of the ZnTe cystal. The z-axis is parallel to (001) of the crystal. α and ϕ are angles of

the polarization of the THz beam and the polarization of the probe beam with respect to z-axis (001),

respectively. Note that the two angles are measured on the (110) plane. By the same analogy with

Eq. (2.126), the index ellipsoid in the presence of an externally applied THz field can be written as

x2 + y2 + z2

n2
+ 2r41E

x
THzyz + 2r41E

y
THzxz + 2r41E

z
THzxy = 1, (A.130)

where ExTHz, EyTHz and EzTHz are the components of the THz waves applied to ZnTe. As shown in

28

E =

[
1
2

+ 1
2

exp
(
iπ

2

)
1
2
− 1

2
exp

(
iπ

2

)
1
2
− 1

2
exp

(
iπ

2

)
1
2

+ 1
2

exp
(
iπ

2

)] Ep√
2

(
1

exp (iΓ)

)

=
Ep

2
√

2

[
1 + i 1− i
1− i 1 + i

](
1

exp (iΓ)

)
=

Ep

2
√

2
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iπ
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2 exp
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−iπ

4
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√

2 exp
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−iπ

4
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iπ

4
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exp (iΓ)
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=
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2
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4
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−i 1

](
1

exp (iΓ)

)
=
Ep
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exp

(
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π

4

)[1− i exp (iΓ)
−i+ exp (iΓ)

]
.

29

|1− ieiΓ|2 = |1− ei(Γ+π/2)|2 = (1− e−i(Γ+π/2))(1− ei(Γ+π/2)) = 1− ei(Γ+π/2) − e−i(Γ+π/2) + 1

= 2− 2
ei(Γ+π/2) + e−i(Γ+π/2)

2
= 2− 2 cos(Γ + π/2) = 2(1− sin Γ), (A.125)

| − i+ eiΓ|2 = (i+ e−iΓ)(−i+ eiΓ) = 2 + ieiΓ − ieiΓ = 2 + i
eiΓ − e−iΓ

2i
2i = 2(1− sin Γ). (A.126)
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Figure A.7: Geometry of the (110) ZnTe crystal as a THz sensor. x, y and z are the principal axes of the
ZnTe cystal, where the z-axis is parallel to [001] of the crystal. α and ϕ are angles of the polarization of
the THz beam and the polarization of the probe beam with respect to the z-axis [001], respectively.

Fig. A.7, the components of the THz waves can be obtained, giving

ETHz =


ExTHz

EyTHz

EzTHz

 = ETHz


sinα · cos(−45◦)

sinα · sin(−45◦)

cosα

 = ETHz



1√
2

sinα

− 1√
2

sinα

cosα


.

Substituting Eq. (A.131) into Eq. (A.130) leads to

x2 + y2 + z2

n2
+ 2r41

ETHz sinα√
2

yz − 2r41
ETHz sinα√

2
xz + 2r41ETHz cosα xy = 1. (A.131)

This equation can be simplified by means of a coordinate transformation from crystallographic coordi-

nates (x, y, z) to the lab coordinates (x′, y′, z′). Through the use of Eq. (2.127), Eq. (A.131) becomes

x′2
(

1

n2
+ r41ETHz cosα

)
+ y′2

(
1

n2
− r41ETHz cosα

)
+
z′2

n2
+ 2r41ETHz sinα y′z′ = 1. (A.132)

To obtain the index ellipsoid on the (110) plane (i.e. y′z′ plane), we substitute x′ = 0 into Eq. (A.132)

which becomes [135]

y′2
(

1

n2
− r41ETHz cosα

)
+
z′2

n2
+ 2r41ETHz sinα y′z′ = 1. (A.133)

We next should find the index ellipsoid in the principle coordinates (y′′, z′′) which is a kind of an
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eigenvalue problem. Equation (A.133) can be written in the form

(
y′ z′

)( a c/2

c/2 b

)(
y′

z′

)
= 1, (A.134)

where

a =
1

n2
− r41ETHz cosα, b =

1

n2
, c = 2r41ETHz sinα. (A.135)

To satisfy the eigenvalue equation, the determinant in the following equation should be zero, yielding∣∣∣M − µI∣∣∣ = 0 (A.136)

with

M =

(
a c/2

c/2 b

)
, (A.137)

where µ and I represent eigenvalues and the identity matrix, respectively. By solving Eq. (A.136), we

obtain the eigenvalues of a matrix M given by [135]30

µ =
1

n2
+
r41

2
ETHz

[
− cosα±

√
1 + 3 sin2 α

]
. (A.140)

By introducing the lab coordinates

X ′ =

(
y′

z′

)
, (A.141)

Eq. (A.134) can be expressed in the form

X ′TMX ′ = 1, (A.142)

which implies that

X ′T(V DV T)X ′ = 1 (A.143)

with

M = V DV T or (MV = V D), (A.144)

where D is a diagonalized matrix of M and V is a square matrix whose columns are eigenvalues of M .

Note that V −1 = V T since V is orthogonal. Equation (A.143) then reduces to

X ′′TDX ′′ = 1 with X ′′ = V TX ′, (A.145)

30 ∣∣∣M − µI∣∣∣ =

∣∣∣∣a− µ c/2
c/2 b− µ

∣∣∣∣ = (a− µ)(b− µ)−
c2

4

= µ2 − (a+ b)µ+ ab−
c2

4
= 0, (A.138)

which becomes

µ =
a+ b

2
±
√

(a− b)2 + c2. (A.139)

Substituting Eq. (A.135) into Eq. (A.139) leads to the result

µ =
1

n2
+
r41

2
ETHz

[
− cosα±

√
1 + 3 sin2 α

]
.
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where X ′′ represents the principle coordinates (y′′, z′′). So, we obtain the index ellipsoid in the principle

coordinates given by31

[
1

n2
+
r41

2
ETHz

(
− cosα+

√
1 + 3 sin2 α

)]
y′′2 +

[
1

n2
+
r41

2
ETHz

(
− cosα−

√
1 + 3 sin2 α

)]
z′′2 = 1,

(A.147)

which implies that32

n′′y = n+
n3r41

4
ETHz

(
cosα−

√
1 + 3 sin2 α

)
, (A.150)

n′′z = n+
n3r41

4
ETHz

(
cosα+

√
1 + 3 sin2 α

)
, (A.151)

so that the induced birefringence in the presence of THz fields becomes

∆n = n′′z − n′′y =
n3r41

2
ETHz

√
1 + 3 sin2 α. (A.152)

Analogous to Eq. (2.150), the phase retardation induced by the birefringence ∆n is expressed as

ΓTHz =
ω

c
∆nL =

ωn3ETHzr41L

2c

√
1 + 3 sin2 α. (A.153)

By Eq. (A.129), we find that the balanced signal is proportional to the phase retardation given by [135]

∆I ∝ ETHz

2

√
1 + 3 sin2 α. (A.154)

31Equation (A.145) leads to the form

X′′TDX′′ =
(
y′′ z′′

)(µ1 0
0 µ2

)(
y′′

z′′

)
= µ1y

′′2 + µ2z
′′2 = 1, (A.146)

where µ1 and µ2 are eigenvalues of M .
32

n′′y =
1
√
µ1

=

[
1

n2
+
r41

2
ETHz

(
− cosα+

√
1 + 3 sin2 α

)]−1/2

= n

[
1 +

n2r41

2
ETHz

(
− cosα+

√
1 + 3 sin2 α

)]−1/2

' n
[

1−
n2r41

4
ETHz

(
− cosα+

√
1 + 3 sin2 α

)]
, (A.148)

n′′z =
1
√
µ2

=

[
1

n2
+
r41

2
ETHz

(
− cosα−

√
1 + 3 sin2 α

)]−1/2

= n

[
1 +

n2r41

2
ETHz

(
− cosα−

√
1 + 3 sin2 α

)]−1/2

' n
[

1−
n2r41

4
ETHz

(
− cosα−

√
1 + 3 sin2 α

)]
. (A.149)
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A.6.2.3 No THz birefringence by (100) ZnTe crystal

The geometry of (100) oriented ZnTe crystal is illustrated in Fig. A.8. The components of THz

waves on the (100) ZnTe plane can be then expressed as

ETHz =


ExTHz

EyTHz

EzTHz

 = ETHz


0

− sinα

cosα

 . (A.155)

In a similar fashion with the preceding section A.6.2.2, we find by substituting Eq. (A.155) into Eq. (A.130)

that
x2 + y2 + z2

n2
− 2r41ETHz sinα xz + 2r41ETHz cosα xy = 1. (A.156)

Since the crystallographic coordinates xyz and the lab coordinates x′y′z′ coincide, the coordinate trans-

formation from xyz to x′y′z′ is not needed. By taking x = 0, we obtain the index ellipsoid on the (100)

plane, giving
y2 + z2

n2
= 1, (A.157)

which leads to

ny = n, (A.158)

nz = n, (A.159)

so that the birefringence ∆n in (100) ZnTe induced by the applied THz waves becomes

∆n = ny − nz = 0. (A.160)

We therefore see that THz waves cannot be measured with (100) ZnTe since there is no birefringence

induced by the applied THz waves.

Figure A.8: Geometry of (110) ZnTe crystal as a THz sensor. x, y and z are the principal axes of the
ZnTe cystal and z-axis is parallel to [001] of the crystal. α and ϕ are angles of the polarization of the
THz beam and the probe beam with respect to the z-axis [001], respectively.
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A.7 EO detection by probing the index ellipse induced from

linear polarized probe beam

According to section 2.5.7, we need to take into account the scattering contribution η and the optical

bias Γob in conventional EO detection using a quarter-wave plate and a prism. From Eqs. (2.153), (2.154)

and (2.155), the intensity of the transmitted probe beam through all the optics is simplified as

I = Ip

(
f1(ΓTHz) + g1

f2(ΓTHz) + g2

)
, (A.161)

where fj are functions of ΓTHz terms and gj are functions of other terms except ΓTHz terms.

By considering the two terms η and Γob, the intensity of the transmitted field can be defined with

the substitution ΓTHz → Γob + ΓTHz as follows

I = Ip

(
η + f1(Γob + ΓTHz) + g1

η + f2(Γob + ΓTHz) + g2

)
=

(
|Ex∗ |2

|Ey∗ |2

)
, (A.162)

where we assumed that scattering by the probe beam has the same contribution on each photodiode.

Since THz waves can be measured by balance detection as ∆I = |Ex∗ |2 − |Ey∗ |2, the effect of scattering

contribution vanishes. Then we obtain

I = Ip sin{2(ϕ− θ)} sin(Γob + ΓTHz)

∝ sin(Γob + ΓTHz) ' Γob + ΓTHz,
(A.163)

where the optical bias Γob is always constant and the THz wave is measured by sweeping via the time-

delay. Therefore, the results considering the two terms in this detection process shows the same result

as in Eq. (2.160). This is described in section 2.5.7 in detail.

A.8 Finding the optic axis on (110) ZnTe in the presence of

THz field

From Maxwell’s equation, the wave equation is expressed in terms of the Cartesian coordinates

as [19]33

k × (k ×E) + ω2µεE = 0, (A.164)

which leads to

k2E − (k ·E)k = k2
0

ε

ε0
E, (A.165)

where k is the wave vector, E is the electric field and k2
0 = ω2µε0. The permeability for a orthorhombic

crystal is defined by [7, 137]

ε = ε0


n2
x 0 0

0 n2
y 0

0 0 n2
z

 , (A.166)

33See Yariv [19] pp. 72-73.
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where nx < ny < nz. By substituting Eq. (A.166) into Eq. (A.165), we obtain
k2

0n
2
x − k2

y − k2
z kxky kxkz

kxky k2
0n

2
y − k2

x − k2
z kykz

kxkz −kykz k2
0n

2
z − k2

x − k2
y



Ex

Ey

Ez

 = 0. (A.167)

For non-trivial solutions to exist, the determinant of Eq. (A.167) should be zero. When kz is zero,

Eq. (A.167) becomes 
k2

0n
2
x − k2

y kxky 0

kxky k2
0n

2
y − k2

x 0

0 0 k2
0n

2
z − k2

x − k2
y



Ex

Ey

Ez

 = 0, (A.168)

which leads to the determinant, giving

det M = (−1)3+3(k2
0n

2
z − k2

x − k2
y)
[
(k2

0n
2
x − k2

y)(k2
0n

2
y − k2

x)− k2
xk

2
y

]
= 0. (A.169)

We then find that the equation for the normal surface can be factorized according to(
k2
x

n2
y

+
k2
y

n2
x

− ω2

c2

)(
k2
x

n2
z

+
k2
y

n2
z

− ω2

c2

)
= 0. (A.170)

When ky is zero, Eq. (A.167) becomes
k2

0n
2
x − k2

z 0 kxkz

0 k2
0n

2
y − k2

x − k2
z 0

kxkz 0 k2
0n

2
z − k2

x



Ex

Ey

Ez

 = 0, (A.171)

The determinant can be obtained, giving

(−1)2+2(k2
0n

2
y − k2

x − k2
z)
[
(k2

0n
2
x − k2

z)(k2
0n

2
z − k2

x)− k2
xk

2
z

]
= 0, (A.172)

Optic axis

Figure A.9: Intersection of the normal surface of a biaxial crystal in xz plane. θ is the angle between
the optic axis and kz.
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which yields (
k2
x

n2
z

+
k2
z

n2
x

− ω2

c2

)(
k2
x

n2
y

+
k2
z

n2
y

− ω2

c2

)
= 0. (A.173)

In contrast to Eq. (A.170), we can see that there are intersections of the ellipse and the circle in the xz

plane illustrated in Fig. A.9.34 From the second term in Eq. (A.173), we find that kx is expressed as

k2
x =

ω2

c2
n2
y − k2

z . (A.174)

By substituting Eq. (A.174) into the first term in Eq. (A.173), we obtain

1

n2
z

(
ω2

c2
n2
y − k2

z

)
+
k2
z

n2
x

=
ω2

c2
, (A.175)

which leads to

kz ≡ k0z = ±ω
c
nx

√
n2
z − n2

y

n2
z − n2

x

. (A.176)

Similarly, the expression for kx can be also obtained, giving

kx ≡ k0x = ±ω
c
nz

√
n2
x − n2

y

n2
x − n2

z

= ±ω
c
nz

√
n2
y − n2

x

n2
z − n2

x

. (A.177)

Therefore, the angle φ between one of the optic axes and the z axis (kz) is expressed in terms of refractive

indices as

tan θ =
k0x

k0z
=
nz
nx

√
n2
y − n2

x

n2
z − n2

y

, (A.178)

which implies that

θ = tan−1

[
nz
nx

√
n2
y − n2

x

n2
z − n2

y

]
, (A.179)

where nx < ny < nz.

We now recall from Eq. (2.143) the index ellipsoid of ZnTe for α = π/2 in the presence of THz field,

giving35

x′′2

n2
+ y′′2

{ 1

n2
+ r41ETHz sin 2θ

}
+ z′′2

{ 1

n2
− r41ETHz sin 2θ

}
= 1. (A.180)

For a small external electric field, the refractive indices can be evaluated to obtain

ny′′ =
[ 1

n2
+ r41ETHz sin 2θ

]−1/2

'n
(

1− 1

2
r41n

2ETHz sin 2θ

)
, (A.181)

nz′′ =
[ 1

n2
− r41ETHz sin 2θ

]−1/2

'n
(

1 +
1

2
r41n

2ETHz sin 2θ

)
, (A.182)

which lead to the index ellipsoid

x′′2

n2
+

y′′2

(n− β)2
+

z′′2

(n+ β)2
= 1, (A.183)

34See Yariv [19] p. 74.
35ZnTe is a cubic crystal when the external electric field is zero. However, the structure of ZnTe is changed into an

orthorhombic crystal when the external electric field is different from zero [137]. So, the optical symmetry of ZnTe becomes
biaxial.
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where β = 1
2r41n

3ETHz sin 2θ. When nx < ny < nz, it is deduced from Eq. (A.173) that the optic axes

are on the xz plane. In a similar fashion, we thus find that there are optic axes on the y′′z′′ plane when

ny′′ < nx′′ < nz′′ . Hence, the angle θOptic between one of the optic axes and the z′′ axis (kz′′) is thereby

obtained from Eq. (A.178), yielding

tan θOptic =
n+ β

n− β

√
n2 − n2(1− r41ETHz sin 2θ)

n2(1 + r41ETHz sin 2θ)− n2
, (A.184)

where nx = n − β = ny′′ , ny = n = nx′′ and nz = n + β = nz′′ are substituted into Eq. (A.178). Since

the electro-optic coefficient r41 of ZnTe is the order of 10−12 m/V [138], we conclude that

tan θOptic =
n+ β

n− β
' n

n
= 1, (A.185)

so that θOptic is π/4 with respect to the z′′ axis (kz′′).

A.9 THz pulse train shown in the measured THz field

(a) (b)

(c)
Time

Time

Time-delay

PresentPast

Original
THz waveform

Measured
THz
waveform

Earlier pulse

Figure A.10: Schematic diagram of measuring THz waveform using a probe pulse. (a) The optical probe
beam is reflected by some optical elements. (b) When THz waveform is measured by the probe beam by
varying the time-delay between the THz signal and the probe beam in a range depicted by a gray color,
the THz waveform is measured as a shape with an earlier THz pulse illustrated in (c).

From the measured data in Fig. 3.3(a), we can see that there is an earlier pulse than the main

THz waveform through the sample (red solid line) near 55 ps. The reason why there is an earlier pulse

than the main THz signal is that the optical probe beam is reflected by optical elements involved in the

measurement.

The schematic diagram for understanding is illustrated in Fig. A.10. First, the optical probe beam

is reflected by some optical elements as shown in Fig. A.10(a). When THz waveform is measured by the

probe beam by varying the time-delay between the THz signal and the probe beam in a range depicted

by a gray color in Fig. A.10(b), THz waveform in the time-domain is measured as a shape with an earlier

THz pulse illustrated in Fig. A.10(c).
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A.10 Why the directionality of light becomes better for higher

frequency light?

The directionality of light can be described by the diffraction of which physical interpretation is

explained by Kirchhoff’s diffraction theory given by [11,12,27]36

E(x, t) = − ike
−iωt

2π

∫
S

d2x′ E0(x′, y′, z′ = 0)
eikR

R
Θ(θ0, θ), (A.186)

where E(x, t) is the electric wave at a field point x with r =
√
x2 + y2 + z2. R = |x−x′| is the distance

between the field point and the source point in the aperture plane S, which is the closed surface on the

(x′, y′, z′ = 0) plane. E0(x′, y′, z′ = 0) is the incident wave on S.37 Θ is the oblique factor given as a

function of θ0 = ∠(n̂, x′) and θ = ∠(n̂, x) in which n̂ is the normal vector of S. Kirchhoff’s diffraction

theory is valid when the width of the slit is large enough compared with the wavelength λ of the incident

electric field.

When both the incident and diffracted waves are effective plane waves, Kirchhoff diffraction is called

as the Fraunhofer diffraction. Effective plane waves means that the distance from the aperture to the

observation plane is large enough compared to the distance from the aperture to the source, i.e., r′ � r.

By substituting Eq. (A.82) into R, Eq. (A.186) for the far-field zone (r′ � r) becomes

E(x, t) = − ik
2π

exp [i(kr − ωt)]
r

∫
S

d2x′ E0(x′, y′, z′ = 0) exp

[
−ikx · x

′

r

]
, (A.187)

where k = 2π/λ in air and Θ(θ0, θ) ' 1 since r is sufficiently large compared to the aperture size.

A.10.1 Fraunhofer diffraction in the rectangular aperture

Provided that the incident field on the aperture plane with x′ ∈ [−a/2, a/2] and y′ ∈ [−b/2, b/2]

is assumed to be constant over the entire aperture, Eq. (A.187) in the case of an rectangular aperture

can be obtained, yielding [11,27]38

E(x, t) = CE0ab
exp

[
i(kr − ωt)

]
r

sinX

X

sinY

Y
, (A.191)

36Eq. (A.186) is called as “Kirchhoff’s diffraction formula”.
37In general, E0(x′, y′, z′ = 0) is defined as E0 exp(ikρ′)/ρ′ with ρ′ =

√
x′2 + y′2 for a spherical wave.

38See Hecht [11] pp. 464-470 and Fowles [27] pp. 106-117.

E(x, t) = C
exp

[
i(kr − ωt)

]
r

E0

∫ a/2

−a/2
dx′ exp

[
−ik

xx′

r

] ∫ b/2

−b/2
dy′ exp

[
−ik

yy′

r

]
, (A.188)

where C = −ik/2π. With kx/r = α′, the integral with respect to x′ containing a exponential function is calculated as∫ a/2

−a/2
dx′ exp

[
−ik

xx′

r

]
=

∫ a/2

−a/2
dx′e−iα

′x′ =
−1

iα′

[
e−iα

′x′
]x/=a/2
x′=−a/2

=
−1

iα′

[
e−iα

′a/2 − eiα
′a/2

]

=
1

iα′

[
eiα
′a/2 − e−iα

′a/2
]

=
2

α′

[
eiα
′a/2 − e−iα′a/2

]
2i

=
2

α′
sin
(
α′
a

2

)
=

a

α′a/2
sin
(
α′
a

2

)
= a

sinX

X
,

(A.189)

where X = kax/2r. Similarly, the integral with respect to y′ is also calculated as∫ b/2

−b/2
dy′ exp

[
−ik

yy′

r

]
= b

sinY

Y
, (A.190)

where Y = kby/2r.
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where C = −ik/2π, X = kax/2r and Y = kby/2r. The corresponding irradiance is expressed as

I = 〈(Re E)2〉 =
1

2
|E(x, t)|2 = I0

(
sinX

X

)2(
sinY

Y

)2

, (A.192)

where I0 is merely another constant.

In order to answer the question of this section, we need to focus when the irradiance is zero. Zero

values occur at X = mπ and Y = nπ for m, n ∈ Z given by

X =
kax

2r
= mπ, Y =

kby

2r
= nπ. (A.193)

With k = ω/c = 2π/λ, the above equations can be written as

X =
2π

λ

ax

2r
= mπ, (A.194)

Y =
2π

λ

by

2r
= nπ. (A.195)

From these equations, we find that the positions of the minima for Eqs. (A.194) and (A.195) are pro-

portional to λ, which implies that the positions of the minima are proportional to 1/f , where f is the

frequency of the incident field. Therefore, the positions of the minima on the observation plane are closed

to the optical axis when the frequency of the incident field is higher; i.e., the directionality of light with

higher frequency is much better than light with lower frequency.

This question can also be solved by using the Gaussian beam at a focus described as in the sec-

tion A.3.1. Although the paraxial approximation is used, we can find the tendency of diffraction for a

light with a specific frequency. From Eq. (A.11), the angular beam spread for θ � π as shown in Fig. A.1

is defined by [19]39

θ = tan−1

(
λ

πw0n

)
' λ

πw0n
, (A.197)

which implies that λ of the incident wave is proportional to θ. In other words, the frequency f is

proportional to 1/θ; i.e., the light with higher frequency is diffracted less than the light with lower

frequency. This result is the same as that induced by the diffraction theory.

A.10.2 Fraunhofer diffraction in the circular aperture

Provided that the incident field on the aperture plane with radius of a is assumed to be constant

over the entire aperture, Eq. (A.187) in the case of an circular aperture can be expressed by a change of

variables as

E(x, t) = − ik
2π

exp[i(kr − ωt)]
r

E0

∫
S

d2x′ exp

[
−ikx · x

′

r

]
= − ik

2π

exp[i(kr − ωt)]
r

E0

∫
S

d2x′ exp

[
−ik qr

′ cos θ cos θ′ + qr′ sin θ sin θ′

r

]
= − ik

2π

exp[i(kr − ωt)]
r

E0

∫
S

d2x′ exp

[
−ik qr

′

r
cos(θ − θ′)

]
, (A.198)

39

tan θ =

zλ
πw0n

z
=

λ

πw0n
. (A.196)
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where

x′ = r′ cos θ′, x = q cos θ, (A.199)

y′ = r′ sin θ′, y = q sin θ. (A.200)

For sake of simplicity, we just consider the situation in the case of θ = 0. We then find that the integral

in Eq. (A.208) becomes

Int =

∫
S

d2x′ exp

[
−ik qr

′

r
cos θ′

]
=

∫ a

0

dr′ r′
∫ 2π

0

exp

[
−ik qr

′

r
cos θ′

]
. (A.201)

By using the first kind Bessel function of the order of zero given by [11,133]

J0(x) =
1

2π

∫ 2π

0

dy eix cos y, (A.202)

the integral can be evaluated as

Int =

∫ a

0

dr′ r′
∫ 2π

0

exp

[
i
(
− kqr′

r

)
cos θ′

]
= 2π

∫ a

0

dr′ r′J0

(
−kqr

′

r

)
. (A.203)

With a relation Jn(−x) = (−1)nJn(x), this equation becomes

Int = 2π

∫ a

0

dr′ r′J0

(
kqr′

r

)
. (A.204)

By taking kqr′/r = ξ such that kq dr′/r = dξ, the integral can be evaluated as

Int = 2π

∫ kqa/r

0

r

kq
dξ

r

kq
ξJ0 (ξ) = 2π

(
r

kq

)2 ∫ kqa/r

0

dξ ξJ0 (ξ) . (A.205)

The well used property of Bessel function is∫ y

0

dx xJ0(x) = yJ1(y), (A.206)

which leads to

Int = 2π

(
r

kq

)2
kqa

r
J1

(
kqa

r

)
= 2π

ra

kq
J1

(
kqa

r

)
. (A.207)

Therefore, the E field diffracted by a circular aperture is written as

E(x, t) = −ik exp[i(kr − ωt)]
r

E0
2πa2(
kqa

r

)J1

(
kqa

r

)
= −ikE0

exp[i(kr − ωt)]
r

2πa2 J1(kqa/r)

kqa/r
, (A.208)

which implies that the irradiance is given by

I = 〈(ReE)2〉 =
1

2
|E(x, t)|2 =

1

2

(
kE0πa

2

r

)2 ∣∣∣∣2J1(kqa/r)

kqa/r

∣∣∣∣2 . (A.209)
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Figure A.11: Graph of a function of f(x).

Furthermore, we find from Eq. (A.208) that the magnitude of the E field is written as

|E(x, t)| = |Einitial|
∣∣∣∣2J1(kqa/r)

kqa/r

∣∣∣∣ , (A.210)

where the last term including the Bessel function is illustrated in Fig. A.11 and

|Einitial| =
∣∣∣∣kE0

r
πa2

∣∣∣∣ . (A.211)

Eq. A.210 straightforwardly indicates Eq. (4.7) in chapter 4. In order to obtain the representation

of FWHM, we need to find x corresponding to the half maximum of Eq. (A.210), which can be obtained

by taking Eq. (A.210) to have the form ∣∣∣∣2J1(x)

x

∣∣∣∣ = 0.5, (A.212)

so that x ' 2.214. It should be noted that a plane wave by using a focusing lens exhibits the same

physical phenomenon that takes place in the diffraction by a circular aperture [11].40 When a incident

plane wave with a wavelength of λ and a beam radius of W0/2 is focused by a lens with a focal length

of f , the beam radius W/2 in the plane of observation can be obtained, yielding

kqa

r
≡ k(W/2)(W0/2)

f
= 2.214, (A.213)

which leads to Eq. (4.7) given by

W =
4.43f

πW0
λ, (A.214)

where k = 2π/λ.

40See Hecht [11] p. 467.
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A.11 Different intensity of optical beam with 45◦ pol. by two

optical components

Through a polarizer Through a half-wave plate

Table A.1: Transmitted intensities from an optical beam with 45◦ polarization through different optical
elements. R(ϕ) is the rotation matrix defined in Eq. (2.120).

It is easily seen from table A.1 that the transmitted intensity through a polarizer is different from

that of a half-wave plate.

Matlab code

Matlab code for calculating Eqs. (2.153) and (2.157).

clear all;

%%

syms x y z n r41 ex ey ez;

ff=(x/n)ˆ2 + (y/n)ˆ2+ (z/n)ˆ2 + 2∗r41∗(ex∗y∗z + ey∗x∗z + ez∗x∗y);
rot3x=@(x) [1 0 0;0 cos(x) −sin(x) ; 0 sin(x) cos(x)];

rot3z=@(x) [cos(x) −sin(x) 0 ; sin(x) cos(x) 0 ; 0 0 1];

syms theta xp yp zp

xx=rot3x(theta)∗ [xp; yp; zp];

return;

%%

syms theta gamma phi

w znte=...

[cos(theta)ˆ2+sin(theta)ˆ2∗exp(i∗gamma) cos(theta)∗sin(theta)−cos(theta)∗sin(theta)∗exp(i∗gamma);
cos(theta)∗sin(theta)−cos(theta)∗sin(theta)∗exp(i∗gamma) sin(theta)ˆ2+cos(theta)ˆ2∗exp(i∗gamma)];

ei=[cos(phi);sin(phi)];

rot=@(x) [ cos(x) sin(x) ; −sin(x) cos(x)];

w quarter=rot(−pi/4)∗[1 0; 0 exp(i∗pi/2)]∗rot(pi/4);
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%%

et=w quarter∗w znte∗ei;
% ( cos(gamma)+i∗sin(gamma))
return;

%%

et1 =cos(phi)∗(cos(theta)∗sin(theta)∗(1/2 − i/2) + cos(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)+i∗sin(gamma))∗sin(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)+i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 + i/2)) +...

sin(phi)∗(cos(theta)∗sin(theta)∗(1/2 + i/2) + sin(theta)ˆ2∗(1/2 − i/2) +...

( cos(gamma)+i∗sin(gamma))∗cos(theta)ˆ2∗(1/2 − i/2) + ( cos(gamma)+...

i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 − i/2));

cet1=cos(phi)∗(cos(theta)∗sin(theta)∗(1/2 + i/2) + cos(theta)ˆ2∗(1/2 −i/2) +...

( cos(gamma)−i∗sin(gamma))∗sin(theta)ˆ2∗(1/2 − i/2) +...

( cos(gamma)−i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2− i/2)) +...

sin(phi)∗(cos(theta)∗sin(theta)∗(1/2 − i/2) + sin(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)−i∗sin(gamma))∗cos(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)−i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 + i/2));

% cet1= conjugate of et1.

%%

et2 =cos(phi)∗(cos(theta)∗sin(theta)∗(1/2 + i/2) + cos(theta)ˆ2∗(1/2 − i/2) ...

+ ( cos(gamma)+i∗sin(gamma))∗sin(theta)ˆ2∗(1/2 − i/2) ...

+ ( cos(gamma)+i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 − i/2)) + ...

sin(phi)∗(cos(theta)∗sin(theta)∗(1/2 − i/2) + sin(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)+i∗sin(gamma))∗cos(theta)ˆ2∗(1/2 + i/2) +...

( cos(gamma)+i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 + i/2));

cet2=cos(phi)∗(cos(theta)∗sin(theta)∗(1/2 − i/2) + cos(theta)ˆ2∗(1/2 + i/2) ...

+ ( cos(gamma)−i∗sin(gamma))∗sin(theta)ˆ2∗(1/2 + i/2) ...

+ ( cos(gamma)−i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 + i/2)) + ...

sin(phi)∗(cos(theta)∗sin(theta)∗(1/2 + i/2) + sin(theta)ˆ2∗(1/2 − i/2) ...

+ ( cos(gamma)−i∗sin(gamma))∗cos(theta)ˆ2∗(1/2 − i/2) ...

+ ( cos(gamma)−i∗sin(gamma))∗cos(theta)∗sin(theta)∗(− 1/2 − i/2));

% cet2= conjugate of et2.

%%

finalet=expand(et1∗cet1−et2∗cet2)
% ans=2∗cos(phi)∗cos(theta)ˆ4∗sin(gamma)∗sin(phi) ...

% − 2∗cos(phi)∗sin(gamma)∗sin(phi)∗sin(theta)ˆ4 ...

% − 2∗cos(phi)ˆ2∗cos(theta)∗sin(gamma)∗sin(theta)ˆ3 ...

% − 2∗cos(phi)ˆ2∗cos(theta)ˆ3∗sin(gamma)∗sin(theta) ...

% + 2∗cos(theta)∗sin(gamma)∗sin(phi)ˆ2∗sin(theta)ˆ3 ...

% + 2∗cos(theta)ˆ3∗sin(gamma)∗sin(phi)ˆ2∗sin(theta);
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Chapter B. Experiment equipment

B.1 Lock-in amplifier

The Lock-in amplifire is an experimental equipment used to remove noise in the measured signal.

If the frequency of the reference signal is ωr, the noise in the measured signal can be removed by the

lock-in amplifier as [139]

Vout(t) =
1

T

∫ t

t−T
sin(ωrt+ θ)Vin(t), (B.1)

where

Vin(t) = V0

∑
j

sin(ωjt) (B.2)

is the input signal, V0 is the magnitude of the measured signal, T is the averaging time, θ is a phase that

can be modified using the lock-in amplifier.

Note that the original signal has only one frequency component, however, the signal is changed into

the measured signal with noise comprised of each frequency component. We find from Eq. (B.1) that

the noise in the input signal can be removed due to the orthogonality of sine function.

B.2 Laser system

The used laser system is a femtosecond Ti:Sapphire pulsed laser with a repetition rate of 80 MHz. To

understand the oscillator system, we need to know about concepts of spontaneous emission, stimulated

emission, Brewster angle and etc. References [2, 140] would be help to understand.
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Chapter C. Useful mathematical formulas

C.1 Unit vector calculation

C.1.1 Unit vectors in the spherical coordinates

All the vectors in a n-th dimensional space can be described using a number of linearly independent

unit vectors. In three-dimensional (3D) space, Cartesian coordinate system is often used in the vector

space to represent the direction of an arbitrary vector. In this coordinate system, the unit vectors are

defined by

x̂, ŷ, ẑ. (C.1)

The Cartesian coordinate system is, however, sometimes confusing for one who wants to know its the

physical meaning in relationship to a problem. Therefore, alternative coordinate systems such as spherical

coordinate and cylindrical coordinate systems are required.

In the spherical coordinate system, the unit vectors in the Cartesian coordinates must be changed.

In this section, it is briefly explained that unit vectors in Cartesian coordinates are changed into spherical

unit vectors In Cartesian coordinates, a position vector at point P is defined by

~r = x̂x+ ŷy + ẑz. (C.2)

If r is the norm of the position vector, each axis can be defined by three parameters given by

x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ. (C.3)

Then the position vector described in Eq. (C.2) becomes

~r = x̂ r sin θ cosφ+ ŷ r sin θ sinφ+ ẑ r cos θ = r̂ r, (C.4)

where r̂ is the unit vector in the radial direction. From Eq. (C.4), we obtain the radial unit vector r̂

given by

r̂ =
~r

r
= x̂ sin θ cosφ+ ŷ sin θ sinφ+ ẑ cos θ. (C.5)

By total differentiation of both sides of Eq. (C.5), the derivative of r̂ is

dr̂ = x̂ (cosφ cos θ dθ − sin θ sinφ dφ) + ŷ (cos θ sinφ dθ + sin θ cosφ dφ)− ẑ sin θ dθ

=
[
x̂ cos θ cosφ+ ŷ cos θ sinφ− ẑ sin θ

]
dθ +

[
− x̂ sin θ sinφ+ ŷ sin θ cosφ

]
dφ (C.6)

where dx̂, dŷ and dẑ are zero1. Recall that the derivative of the position vector ~r is described as

~r = r̂ dr + θ̂ r dθ + φ̂ r sin θ dφ, (C.8)

1

d(x̂ sin θ cosφ) = dx̂︸︷︷︸
=0

sin θ cosφ+ x̂ d(sin θ) cosφ+ x̂ sin θ d(cosφ). (C.7)
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where Eq. (C.8) is further explained in section C. Therefore, from Eqs. (C.6) and Eq. (C.8), an unit

vector in the polar angle θ̂ and another unit vector in the azimuthal angle φ̂ can be obtained, giving

1

r

(
d~r

dθ

)
dφ=0

=

(
dr̂

dθ

)
dφ=0

=

(
∂r̂

∂θ

)
φ

= x̂ cos θ cosφ+ ŷ cos θ sinφ− ẑ sin θ = θ̂ (C.9)

1

r sin θ

(
d~r

dφ

)
dθ=0

=
1

sin θ

(
dr̂

dφ

)
dθ=0

=
1

sin θ

(
∂r̂

∂θ

)
θ

= −x̂ sinφ+ ŷ cosφ = φ̂. (C.10)

C.1.2 Cross product using spherical unit vectors

In Cartesian coordinates, the cross product of any two vectors can be easily calculated by the Laplace

development. If there are x̂ and ŷ, then the cross product of the vectors becomes

x̂× ŷ =

∣∣∣∣∣∣∣∣
x̂ ŷ ẑ

1 0 0

0 1 0

∣∣∣∣∣∣∣∣ = (−1)1+1 x̂

∣∣∣∣∣0 0

1 0

∣∣∣∣∣+ (−1)1+2 ŷ

∣∣∣∣∣1 0

0 0

∣∣∣∣∣+ (−1)1+3 ẑ

∣∣∣∣∣1 0

0 1

∣∣∣∣∣ = ẑ. (C.11)

How can the cross product of two vectors be obtained when any of the two vectors are in the spherical

coordinates? Let’s consider that there are two unit vectors in the spherical coordinates given by r̂ and

θ̂. Then the cross product of r̂ and θ̂ can be calculated by spherical coordinate elements or Cartesian

coordinates elements. The cross product can be evaluated as

r̂ × θ̂ =
1

r2 sin θ

∣∣∣∣∣∣∣∣
r̂ r θ̂ r sin θ φ̂

1 0 0

0 r 0

∣∣∣∣∣∣∣∣
=

1

r2 sin θ

[
(−1)1+1 r̂

∣∣∣∣∣0 0

r 0

∣∣∣∣∣+ (−1)1+2 r θ̂

∣∣∣∣∣1 0

0 0

∣∣∣∣∣+ (−1)1+3 r sin θ φ̂

∣∣∣∣∣1 0

0 r

∣∣∣∣∣
]

=
1

r2 sin θ
r2 sin θ φ̂ = φ̂. (C.12)

The cross product can be also obtained by Cartesian coordinate elements as in Eqs (C.5), (C.9) and

(C.10) as follows

r̂ × θ̂ =

∣∣∣∣∣∣∣∣
x̂ ŷ ẑ

sin θ cosφ sin θ sinφ cos θ

cos θ cosφ cos θ sinφ − sin θ

∣∣∣∣∣∣∣∣
= x̂

∣∣∣∣∣sin θ sinφ cos θ

cos θ sinφ − sin θ

∣∣∣∣∣− ŷ
∣∣∣∣∣sin θ cosφ cos θ

cos θ cosφ − sin θ

∣∣∣∣∣+ ẑ

∣∣∣∣∣sin θ cosφ sin θ sinφ

cos θ cosφ cos θ sinφ

∣∣∣∣∣
= x̂(− sinφ) + ŷ cosφ = φ̂. (C.13)
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The cross product of r̂ × φ̂ becomes

r̂ × φ̂ =
1

r2 sin θ

∣∣∣∣∣∣∣∣
r̂ r θ̂ r sin θ φ̂

1 0 0

0 0 r sin θ

∣∣∣∣∣∣∣∣
=

1

r2 sin θ

[
(−1)1+1 r̂

∣∣∣∣∣0 0

0 r sin θ

∣∣∣∣∣+ (−1)1+2 r θ̂

∣∣∣∣∣1 0

0 r sin θ

∣∣∣∣∣+ (−1)1+3 r sin θ φ̂

∣∣∣∣∣1 0

0 0

∣∣∣∣∣
]

=
−1

r2 sin θ
r2 sin θ θ̂ = −θ̂. (C.14)

C.2 The rotation matrix

There are two ways to describe the rotation matrix. One is the intrinsic rotation and the other is

the extrinsic rotation. These expressions may not be familiar to somebody. However, we have learned

about the matrix rotating the system coordinates or the vector in many text books [133]. The coordinate

system rotation matrix is one that rotates the coordinate system about a given axis in a counterclockwise

direction [141]. On the other hand, the vector rotation matrix represents a matrix that rotates a given

vector about the global axis in a counterclockwise direction [141]. These rotations can be categorized

into the intrinsic or extrinsic rotations [142]. In other words, the coordinate system rotation and the

vector (or point) rotation can be understood as intrinsic and the extrinsic rotations, respectively.

The system coordinate rotation Rsys
j about the j-axis and the vector rotation matrices Rvec

j about

the j-axis are defined as [133,141]

Rsys
x (θ) =


1 0 0

0 cos θ sin θ

0 − sin θ cos θ

 , Rsys
y (θ) =


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

 , Rsys
z (θ) =


cos θ sin θ 0

− sin θ cos θ 0

0 0 1

 ,
(C.15)

Rvec
x (θ) =


1 0 0

0 cos θ − sin θ

0 sin θ cos θ

 , Rvec
y (θ) =


cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ

 , Rvec
z (θ) =


cos θ − sin θ 0

sin θ cos θ 0

0 0 1

 .
(C.16)

Since the rotation matrix is orthogonal, Rsys
j is related to Rvec

j as

R−1
j,sys(θ) = RT

j,sys(θ) = Rvec
j (θ) = Rsys

j (−θ), (C.17)

R−1
j,vec(θ) = Rvec

j (−θ), (C.18)

where T represents the transpose matrix.
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C.4 Taylor expansion

The one-dimensional (1D) Taylor series for f(x) about a point x=a is given by [133]

f(x) = f(a) + (x− a) f ′(a) +
(x− a)2

2!
f ′′(a) + · · ·+ (x− a)n

n!
f (n)(a) + · · ·

=

∞∑
n=0

[
(x− a)

d

dx

]n
f(x)

n!

∣∣∣∣∣
x=a

, (C.21)

where [
(x− a)

d

dx

]n
≡ (x− a)n

(
d

dx

)n
. (C.22)

The relation in Eq. (C.22) is invalid in the general calculation cases.

The Taylor series can also be generalized to any function of more than one variables. A function of

two variables, f(x, y), can be expanded about a point x = a and y = b given by

f(x, y) =

∞∑
n=0

[
(x− a)

∂

∂x
+ (y − b) ∂

∂y

]n
f(x, y)

n!

∣∣∣∣∣
x=a, y=b

= f(a, b) + (x− a)
∂

∂x
f(x, y)

∣∣∣∣∣
(a, b)

+ (y − b) ∂
∂y
f(x, y)

∣∣∣∣∣
(a, b)

+

[
(x− a)2 ∂

2

∂2x
+ (x− a)(y − b) ∂2

∂x∂y
+ (y − b) ∂

2

∂2y

]
f(x, y)

2!

∣∣∣∣∣
(a, b)

+ · · · . (C.23)

A function of three variables, f(x, y, z), can also be expanded about a point (a, b, c) given by

f(x, y, z) =

∞∑
n=0

[
(x− a)

∂

∂x
+ (y − b) ∂

∂y
+ (z − c) ∂

∂z

]n
f(x, y, z)

n!

∣∣∣∣∣
x=a, y=b, z=c

. (C.24)

The Taylor series for a function of three variables can be treated in many physical problems since

any vector consists of three elements. Then the Maclaurin series2 for f(x, y, z) is defined by

f(x, y, z) =

∞∑
n=0

[
x
∂

∂x
+ y

∂

∂y
+ z

∂

∂z

]n
f(x, y, z)

n!

∣∣∣∣∣
(0, 0, 0)

= f(0, 0, 0) +

[
x
∂

∂x
+ y

∂

∂y
+ z

∂

∂z

]
f(x, y, z)

∣∣∣∣∣
(0, 0, 0)

+ · · ·

= f(0, 0, 0) + (x̂ x+ ŷ y + ẑ z) ·

(
x̂

∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

)
f(x, y, z)

∣∣∣∣∣
(0, 0, 0)

+ · · ·

= f(0, 0, 0) + ~x · ∇f(x, y, z)

∣∣∣∣∣
(0, 0, 0)

+ · · · . (C.25)

Here, the third term can be simplified as[
x
∂

∂x
+ y

∂

∂y
+ z

∂

∂z

]2

=

[
(x̂ x+ ŷ y + ẑ z) ·

(
x̂

∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

)]2

=
[
~x · ∇

]2
, (C.26)

2The Maclaurin series is the Taylor series about the origin [133].
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where ~x · ∇ can be represented by its elements in the form

~x · ∇ =

(
3∑
i=1

êi xi

)
·

(
3∑
j=1

êj
∂

∂xj

)
=
∑
i, j

(êi · êj) xi
∂

∂xj
=
∑
i, j

δij xi
∂

∂xj
=
∑
i

xi
∂

∂xi
. (C.27)

From Eq. (C.22), the square of ~x · ∇ becomes

[
~x · ∇

]2
≡
∑
i

xi
∂

∂xi

∑
j

xj
∂

∂xj
=
∑
i, j

xi xj
∂2

∂xi ∂xj
. (C.28)

The above equation is in general invalid when the relation in Eq. (C.22) is not defined. Therefore, the

Maclaurin series for f(x, y, z) about ~0 = (0, 0, 0) is

f(x, y, z) = f(0, 0, 0) + ~x · ∇f(x, y, z)

∣∣∣∣∣
~0

+
1

2!

3∑
i, j=1

xi xj
∂2

∂xi ∂xj
f(x, y, z)

∣∣∣∣∣
~0

+ · · · . (C.29)

The Maclaurin series for well used functions are as follows

ex = 1 + x+
x2

2!
+
x3

3!
+ · · · =

∞∑
j=0

xn

n!
for all x, (C.30a)

cosx = 1− x2

2!
+
x4

4!
− x6

6!
+ · · · for all x, (C.30b)

sinx = x− x3

3!
+
x5

5!
− x7

7!
+ · · · for all x, (C.30c)

tanx = x+
x3

3
+

2

15
x5 +

17

315
x7 · · · for −1 < x < 1, (C.30d)

tan−1 x = x− x3

3
+
x5

5
− x7

7
+ · · · for all x, (C.30e)

ln(1 + x) = x− x2

2
+
x3

3
− x4

4
+ · · · for −1 < x ≤ 1, (C.30f)

sinhx = x+
x3

3!
+
x5

5!
+
x7

7!
+ · · · for all x, (C.30g)

1

1− x
= 1 + x+ x2 + x3 + · · · for −1 < x < 1. (C.30h)

C.5 Binomial expansion

The binomial series is often used to solve enormous physical problems. For a variable x much less

than 1, the binomial series of the function defined by (1 + x)s for s ∈ C is

(1 + x)s = 1 + s x+
s(s− 1)

2!
x2 +

s(s− 1)(s− 2)

3!
x3

+
s(s− 1)(s− 2)(s− 3)

4!
x4 + · · · for |x| � 1. (C.31)

The binomial theorem is generally expressed as

(a+ b)n =

n∑
r=0

(
n

r

)
ar bn−r, (C.32)
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where the matrix form represents the r-combinations of n elements in the form(
n

r

)
= nCr =

n!

r!(n− r)!
. (C.33)

C.6 Leibniz’s rule

Leibniz’s rule is a convenient integral formula defined by [133]

d

dx

∫ v(x)

u(x)

f(x, t) dt = f(x, v)
dv

dx
− f(x, u)

du

dx
+

∫ v

u

∂

∂x
f(x, t) dt. (C.34)

C.7 Flux

Φ =

∫
A

V · n̂ dσ, (C.35)

where n̂ is the unit normal vector to the closed surface A, which is pointing out of the surface. dσ

represents an area element on the surface A [133].

C.8 Gauss theorem (Green’s theorem, Divergence theorem)

If A is a vector function and S is a closed surface bounding a three-dimensional volume V , then∫
V

∇ ·A d3x =

∮
S

A · n̂da, (C.36)

where n̂ is the unit normal vector to the closed surface A.

If S is a surface in a plane with boundary ∂S, Eq. (C.36) can be written as∫
S

∇ ·A d2x =

∮
∂S

A · n̂dl. (C.37)

With the substitution A→ φC, ∫
V

∇φ d3x =

∮
S

φ n̂da, (C.38)

where C is any constant vector.

With the substitution A→ A×C,∫
V

∇×A d3x =

∮
S

n̂×A da, (C.39)

where C is any constant vector.

C.9 Stoke’s theorem

If A is a vector function and C is a closed contour bounding an open surface S, then∫
S

(∇×A) · n̂da =

∮
C

A · dl, (C.40)
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where dl is the line element of the contour. Problem 17 on p. 293 in Boyd [7] would be a help to

understand.

C.10 Fourier transformation

The Fourier transform is defined as [7, 12]

Ẽ(t) =
1

2π

∫ ∞
−∞

dω F̃ (ω) e−iωt ≡ F [F̃ (ω)], (C.41a)

F̃ (ω) =

∫ ∞
−∞

dt Ẽ(t) eiωt ≡ F−1[Ẽ(t)]. (C.41b)

By replacing t by k and ω by x, the Fourier transform can also be written as

Ẽ(k) =
1

2π

∫ ∞
−∞

dx F̃ (x) e−ikx, (C.42a)

F̃ (x) =

∫ ∞
−∞

dk Ẽ(k) eikx. (C.42b)

C.11 Planckerel’s theorem

δ(x) =
1

2π

∫ ∞
−∞

dk eikx. (C.43)

Proof. The Fourier transform can be written as

g(k) =
1

2π

∫ ∞
−∞

dx f(x) e−ikx, (C.44a)

f(x) =

∫ ∞
−∞

dk g(k) eikx. (C.44b)

By substituting f(x) = δ(x) into Eq. (C.44a), it follows that

g(k) =
1

2π

∫ ∞
−∞

dx δ(x) e−ikx =
1

2π
, (C.45)

which leads to

f(x) =

∫ ∞
−∞

dk g(k) eikx =
1

2π

∫ ∞
−∞

dk eikx. (C.46)

We therefore obtain the relation in Eq. (C.43).

C.12 Differentiation and inverse functions

Definition C.12.1. Natural number

lim
x→0

(1 + x)
1
x = lim

x→0
(1 +

1

x
)x = e ' 2.7182818. (C.47)
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Derivative C.12.1. A logarithmic function and an exponential function

d

dx

(
loga x

)
=

1

x ln a
for a > 0, a 6= 1, x > 0. (C.48a)

d

dx

(
ax
)

= ax ln a for a > 0, a 6= 1. (C.48b)

Formula C.12.1. Euler’s formula

eix = cosx+ i sinx. (C.49)

This can be proved by the Taylor expansion.

Note C.12.1.

cosx =
eix + e−ix

2
, sinx =

eix − e−ix

2i
(C.50)

Definition C.12.2.

If z = a+ ib = reiθ, ln z = ln |z|+ i arg z, where |z| = r and arg(z) = θ. (C.51)

Derivative C.12.2. Total derivative

df(x, y, z) =
∂f

∂x
dx+

∂f

∂y
dy +

∂f

∂z
dz (C.52)

=

(
∂f

∂x
,
∂f

∂y
,
∂f

∂z

)
· (dx, dy, dz)

= ∇f · dr, (C.53)

where ∇f is a gradient of f .

C.12.1 Trigonometric functions

Definition C.12.3. Trigonometric functions.

cosx =
eix + e−ix

2
sinx =

eix − e−ix

2i
tanx =

sinx

cosx
(C.54a)

cotx =
cosx

sinx
secx =

1

cosx
cscx =

1

sinx
(C.54b)

cos2 x+ sin2 y = 1 1 + tan2 x = sec2 x 1 + cot2 x = csc2 x. (C.54c)
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Figure C.1: Trigonometric functions.
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Definition C.12.4. Addition of trigonometric functions.

sin(a± b) = sin a cos b ± cos a sin b (C.55a)

cos(a± b) = cos a cos b ∓ sin a sin b (C.55b)

tan(a± b) =
tan a± tan b

1∓ tan a tan b
. (C.55c)

Note C.12.2. The law of cosines

a2 = b2 + c2 − 2bc cosA, (C.56a)

b2 = a2 + c2 − 2ac cosB, (C.56b)

c2 = a2 + b2 − 2ab cosC. (C.56c)

Figure C.2: Triangle

Proof. From the above figure, we find that

a = b cosC + c cosB, (C.57a)

b = c cosA+ a cosC, (C.57b)

c = a cosB + b cosA, (C.57c)

which further make

a2 = ab cosC + ac cosB, (C.58a)

b2 = bc cosA+ ab cosC, (C.58b)

c2 = ac cosB + bc cosA. (C.58c)

By combining Eqs. (C.58b) through (C.58c), we obtain

b2 + c2 = bc cosA+ ab cosC + ac cosB + bc cosA. (C.59)

We then find by subtracting this equation from Eq. (C.58a) that

a2 − (b2 + c2) = ab cosC + ac cosB − (bc cosA+ ab cosC + ac cosB + bc cosA), (C.60)

which implies that

a2 − (b2 + c2) = −2bc cosA, (C.61)
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so that

a2 = b2 + c2 − 2bc cosA. (C.62a)

Similarly, we find that

b2 = a2 + c2 − 2ac cosB, (C.62b)

c2 = a2 + b2 − 2ab cosC. (C.62c)

Note C.12.3.

cos 2a = cos2 a− sin2 a =

{
2 cos2 a− 1 → cos2 a = (1 + cos 2a)/2

1− 2 sin2 a → sin2 a = (1− cos 2a)/2.
(C.63)

Derivative C.12.3. Trigonometric functions.

d

dx
sinx = cosx

d

dx
cosx = − sinx (C.64a)

d

dx
tanx = sec2 x

d

dx
cotx = − csc2 x (C.64b)

d

dx
secx = secx tanx

d

dx
cscx = − cscx cotx (C.64c)

Derivative C.12.4. Inverse trigonometric functions.

d

dx
sin−1 x =

1√
1− x2

for − 1 < x < 1
d

dx
cos−1 x =

−1√
1− x2

for − 1 < x < 1 (C.65a)

d

dx
tan−1 x =

1

1 + x2

d

dx
cot−1 x =

−1

1 + x2
(C.65b)

d

dx
sec−1 x =

1

x
√
x2 − 1

, x ∈ (−∞,−1] ∪ [1,∞)
d

dx
csc−1 x =

−1

x
√
x2 − 1

, x ∈ (−∞,−1] ∪ [1,∞).

(C.65c)

Proof.

sin−1 x = y ⇔ x = sin y

⇔ d

dx
x =

d

dx
sin y, ⇔ 1 =

dy

dx

d

dy
sin y = cos y y′

⇔ y′ =
1

cos y
=

1√
1− sin2 y

=
1√

1− x2
∴ y′ =

d

dx
sin−1 x =

1√
1− x2

.

Derivative C.12.5.

cos−1 w =
1

i
ln(w ±

√
w2 − 1), w ±

√
w2 − 1 > 0 for w ∈ R. (C.66)
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Proof.

cos z =
eiz + e−iz

2
= w ⇔ (eiz)2 + 1

2
= w eiz by multiplying eiz in both sides.

⇔(eiz)2 − 2 w (eiz) + 1 = (eiz)2 − 2 w (eiz) + w2 − w2 + 1 = 0

⇔(eiz − w)2 = w2 − 1 ⇔ eiz = w ±
√
w2 − 1

⇔ ln eiz = iz = ln(w ±
√
w2 − 1) ∴ z = cos−1 w =

1

i
ln(w ±

√
w2 − 1) for w ∈ C.

Variable x must be bigger than zero when the function is defined as lnx. Since ln(w ±
√
w2 − 1)

can not be defined when w ±
√
w2 − 1 < 0, we obtain the result for real numbers as follows

z = cos−1 w =
1

i
ln(w ±

√
w2 − 1), w ±

√
w2 − 1 > 0 for w ∈ R. (C.67)

Derivative C.12.6.

sin−1 w =
1

i
ln(iw ±

√
1− w2) for w ∈ C. (C.68)

Proof.

sin z =
eiz − e−iz

2i
= w ⇔ (eiz)2 − 1

2i
= w eiz by multiplying eiz to both sides.

⇔(eiz)2 − 2i w (eiz)− 1 = (eiz)2 − 2i w (eiz) + (iw)2 + w2 − 1 = 0

⇔(eiz − iw)2 = 1− w2 ⇔ eiz = iw ±
√

1− w2

⇔ ln eiz = iz = ln(iw ±
√

1− w2) ∴ z = sin−1 w =
1

i
ln(iw ±

√
1− w2) for w ∈ C.

Derivative C.12.7.

tan−1 w =
1

2i
ln

(
1 + iw

1− iw

)
for w ∈ C. (C.69)

Proof.

tan z =
sin z

cos z
=

1(
eiz + e−iz

2

)eiz − e−iz
2i

=
eiz − e−iz

i(eiz + e−iz)
= w,

which implies that

eiz − e−iz = iw (eiz + e−iz).

By multiplying eiz to both sides, we obtain

(eiz)2 − 1 = iw
[
(eiz)2 + 1

]
,

which leads to

(1− iw)(eiz)2 = 1 + iw ⇔ (eiz)2 =
1 + iw

1− iw
,
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so that

ln(eiz)2 = 2 ln(eiz) = 2iz = ln

(
1 + iw

1− iw

)
.

We therefore find that

z = tan−1 w =
1

2i
ln

(
1 + iw

1− iw

)
for w ∈ C.

Note C.12.4. Orthogonality of trigonometric functions

∫ 2π

0

cosmx cosnx =

∫ π

−π
cosmx cosnx =


0 for m 6= n

π for m = n

2π for m = n = 0

, (C.70a)

∫ 2π

0

sinmx sinnx =

∫ π

−π
sinmx sinnx =

{
0 for m 6= n

π for m = n
, (C.70b)

∫ 2π

0

cosmx sinnx =

∫ π

−π
cosmx sinnx = 0, (C.70c)

∫ π

0

cosmx cosnx =

∫ π/2

−π/2
cosmx cosnx =


0 for m 6= n
π
2 for m = n

π for m = n = 0

, (C.70d)

∫ π

0

sinmx sinnx =

∫ π/2

−π/2
sinmx sinnx =

{
0 for m 6= n
π
2 for m = n

(C.70e)

∫ π

0

cosmx sinnx =

∫ π/2

−π/2
cosmx sinnx = 0. (C.70f)

C.12.2 Hyperbolic functions

Definition C.12.5. Hyperbolic functions.

coshx =
ex + e−x

2
sinhx =

ex − e−x

2
tanhx =

sinhx

coshx
(C.71a)

cothx =
coshx

sinhx
sech x =

1

coshx
csch x =

1

sinhx
(C.71b)

cosh2 x− sinh2 x = 1 1− tanh2 x = sech2x coth2 x− 1 = csch2x. (C.71c)

Derivative C.12.8. Hyperbolic functions.

d

dx
sinhx = coshx

d

dx
coshx = sinhx (C.72a)

d

dx
tanhx = sech2x

d

dx
cothx = −csch2x (C.72b)

d

dx
sech x = −sech x tanhx

d

dx
csch x = −csch x cothx (C.72c)
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Figure C.3: Hyberbolic functions.

Derivative C.12.9. Inverse hyperbolic functions.

d

dx
sinh−1 x =

1√
x2 + 1

for x ∈ R
d

dx
cosh−1 x =

1√
x2 − 1

for 1 < x (C.73a)

d

dx
tanh−1 x =

1

1− x2
for |x| < 1

d

dx
coth−1 x =

1

1− x2
for |x| > 1 (C.73b)

d

dx
sech−1x =

−1

x
√

1− x2
for 0 < x < 1

d

dx
csch−1 =

−1

|x|
√

1 + x2
for x 6= 0 (C.73c)

Derivative C.12.10.

cosh−1 w = ln(w ±
√
w2 − 1) for w ∈ C. (C.74)

Proof.

cosh z =
ez + e−z

2
= w ⇔ (ez)2 + 1

2
= w ez by multiplying ez to both sides.

⇔(ez)2 − 2 w (ez) + 1 = (ez)2 − 2 w (ez) + w2 − w2 + 1 = 0

⇔(ez − w)2 = w2 − 1 ⇔ ez = w ±
√
w2 − 1

⇔ ln ez = z = ln(w ±
√
w2 − 1) ∴ z = cosh−1 w = ln(w ±

√
w2 − 1) for w ∈ C.

Derivative C.12.11.

sinh−1 w = ln(w +
√
w2 + 1) for w ∈ R. (C.75)

Proof.

sinh z =
ez − e−z

2
= w ⇔ (ez)2 − 1

2
= w ez by multiplying ez to both sides.

⇔(ez)2 − 2 w (ez)− 1 = (ez)2 − 2 w (ez) + w2 − w2 − 1 = 0

⇔(ez − w)2 = w2 + 1 ⇔ ez = w ±
√
w2 + 1

⇔ ln ez = z = ln(w ±
√
w2 + 1) ∴ z = sinh−1 w = ln(w ±

√
w2 + 1) for w ∈ C.
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Recall that the variable x should be bigger than zero when the function is defined as lnx. For w ∈ R,

ln(w −
√
w2 + 1) can not be defined since w −

√
w2 + 1 < 0. Thus we obtain the result for real number

as follows

z = sinh−1 w = ln(w +
√
w2 + 1) for w ∈ R.

Derivative C.12.12.

tanh−1 w =
1

2
ln

(
1 + w

1− w

)
for w ∈ C. (C.76)

Proof.

tanh z =
sinh z

cosh z
=

1(
ez + e−z

2

)ez − e−z
2

=
ez − e−z

ez + e−z
= w

⇔ ez − e−z = w (ez + e−z)

⇔ (ez)2 − 1 = w
[
(ez)2 + 1

]
by multiplying ez to both sides.

⇔ (1− w)(ez)2 = 1 + w ⇔ (ez)2 =
1 + w

1− w

⇔ ln(ez)2 = 2 ln(ez) = 2z = ln

(
1 + w

1− w

)
∴ z = tanh−1 w =

1

2
ln

(
1 + w

1− w

)
for w ∈ C.

C.13 Well used integral calculus

Integral C.13.1. ∫
dx

1

cosx
= ln(secx+ tanx). (C.77)

Proof. By taking t = sinx such that cosx dx = dt, we obtain

Int =

∫
dx

1

cosx
=

∫
dx

cosx

cos2 x
=

∫
dx

cosx

1− sin2 x
=

∫
dt

1

1− t2
.

Here, the integrand can be written as

1

1− t2
=

a

1 + t
+

b

1− t
,

which implies that a = b = 1/2. Using this relation, the integral becomes

Int =
1

2

∫
dt
[ 1

1 + t
+

1

1− t

]
=

1

2

[
ln(1 + t) + ln(1− t)

]
=

1

2
ln

(
1 + t

1− t

)
=

1

2
ln

(
1 + sinx

1− sinx

)
=

1

2
ln

(
(1 + sinx)2

(1− sinx)(1 + sinx)

)
= ln

(
1 + sinx√
1− sin2 x

)
= ln

(
1 + sinx

cosx

)
= ln (secx+ tanx) .

172



Integral C.13.2. ∫
dx

1

sinx
= ln

(
tan

x

2

)
. (C.78)

Proof. By taking tan x
2 = t, we find that

1

2
sec2 x

2
dx = dt. (C.79)

Using a relation

1 + tan2 x

2
= sec2 x

2
,

Eq. (C.79) becomes

dt =
1

2

(
1 + t2

)
dx. (C.80)

Furthermore, the integrand can be written as

sinx = sin
(x

2
+
x

2

)
= 2 sin

x

2
cos

x

2

=
2 sin

x

2
cos

x

2

cos2
x

2
+ sin2 x

2

=
2 sin

x

2
cos

x

2

cos2
x

2
+ sin2 x

2

1

cos2
x

2
1

cos2
x

2

=
2 tan

x

2

1 + tan2 x

2

=
2t

1 + t2
. (C.81)

We then find from Eqs. (C.80) and (C.81) that∫
dx

1

sinx
=

∫
dt

2

1 + t2
1 + t2

2t
=

∫
dt

1

t
= ln t = ln

(
tan

x

2

)
.

Integral C.13.3. ∫
dx

1

tanx
= ln(sinx). (C.82)

Proof. By taking t = sinx such that dt = cosx dx, we obtain∫
dx

1

tanx
=

∫
dx

cosx

sinx
=

∫
dt

1

cosx

cosx

t
= ln t = ln(sinx).

Integral C.13.4. ∫
dx

1

a2 + x2
=

1

i2a
ln

(
1 + ixa
1− ixa

)
. (C.83)

Proof. By taking x = a tan t such that dx = a sec2 t dt, we obtain

Int =

∫
dx

1

a2 + x2
=

∫
dt

a sec2 t

a2 + a2 tan2 t

=
1

a

∫
dt =

1

a
tan−1

(x
a

)
.

We then find from Eq. (C.69) that

Int =
1

i2a
ln

(
1 + ixa
1− ixa

)
. (C.84)
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Integral C.13.5. ∫
dx

1√
a2 − x2

= sin−1
(x
a

)
=

1

i
ln

(
i
x

a
±
√

1− x2

a2

)
. (C.85)

See Eq. (5.107).

Integral C.13.6. ∫
dx

1√
x2 − a2

= ln

(
x

a
±
√
x2

a2
− 1

)
. (C.86)

Proof. By taking x = a cosh t such that dx = a sinh t dt, we obtain

Int =

∫
dx

1√
x2 − a2

=

∫
dt

a sinh t√
a2 cosh2 t− a2

=

∫
dt

a sinh t√
a2 sinh2 t

=

∫
dt = t = cosh−1

(x
a

)
,

where cosh2 t− sinh2 t = 1. We then find from Eq. (C.74) that

Int = ln

(
x

a
±
√
x2

a2
− 1

)
.

Integral C.13.7. ∫
dx

1√
x2 + a2

= ln

(
x

a
+

√
x2

a2
+ 1

)
. (C.87)

Proof. By taking x = a sinh t such that dx = a cosh t dt, we obtain

Int =

∫
dx

1√
x2 + a2

=

∫
dt

a cosh t√
a2 sinh2 t+ a2

=

∫
dt = t = sinh−1

(x
a

)
.

From Eq. (C.75), we find that

Int = ln

(
x

a
+

√
x2

a2
+ 1

)
.

Integral C.13.8. ∫
dx

1

a2 − x2
=

1

2a
ln

(
1 + x

a

1− x
a

)
. (C.88)

Proof. By taking x = a tanh t such that dx = a sech2t dt, we obtain

Int =

∫
dx

1

a2 − x2
=

∫
dt

a sech2t

a2 − a2 tanh2 t
=

1

a

∫
dt

sech2t

sech2t

=
1

a

∫
dt =

1

a
t =

1

a
tanh−1

(x
a

)
,

174



where 1− tanh2 t = sech2t. We thus find from Eq. (C.76) that

Int =
1

2a
ln

(
1 + x

a

1− x
a

)
. (C.89)

Definition C.13.1. Γ function (Gamma function, fractional function)

p! =

∫ ∞
0

dx e−xxp ≡ Γ(p+ 1), for p > −1, p ∈ R. (C.90)(
Γ(p) =

∫ ∞
0

dx e−xxp−1 = (p− 1)!, for Re(p) > 0, p ∈ C.
)

(C.91)

Proof. For a > 0,

f(a, x) ≡
∫ ∞

0

dx e−ax = −1

a
e−ax

∣∣∣∣∣
∞

x=0

=
1

a
. (C.92)

By differentiation with respect to a, the right-hand side (RHS) and the left-hand side (LHS) of

Eq. (C.92) become

RHS =
d

da

∫ ∞
0

dx e−ax =

∫ ∞
0

dx
∂

∂a
e−ax =

∫ ∞
0

dx (−x)e−ax,

LHS =
d

da
a−1 = −a−2.

Therefore we obtain the 1st-order derivative of a function f(a, x) with respect to a given by∫ ∞
0

dx xe−ax = a−2. (C.93)

Next, by differentiating Eq. (C.93) with respect to a, the 2nd-order derivative is

RHS =
d

da

∫ ∞
0

dx xe−ax =

∫ ∞
0

dx x
∂

∂a
e−ax = −

∫ ∞
0

dx x2e−ax,

LHS =
d

da
a−2 = −2a−3,

which becomes ∫ ∞
0

dx x2e−ax = 2a−3.

By the same analogy, the 3rd-order derivative of a function f(a, x) with respect to a is∫ ∞
0

dx x3e−ax = 3!a−4.

Therefore, the n-th-order derivative of a function f(a, x) with respect to a can be expressed by∫ ∞
0

dx xne−ax = n!an+1 =
n!

an+1
. (C.94)

By substituting a by 1 in Eq. (C.94), one obtain the Gamma function given by∫ ∞
0

dx e−xxn = n!.
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Definition C.13.2. Properties of Γ function

p! = p(p− 1)!⇔ Γ(p+ 1) = p Γ(p)

⇔ Γ(p) =
Γ(p+ 1)

p
, where p < 0, or Re(p) > 0, (C.95)

Γ(p)Γ(1− p) =
π

sinπp
⇔ p!(−p)! =

πp

sinπp
. (C.96)

Integral C.13.9. ∫ ∞
0

dx exp(−xn) =
( 1

n

)
! (C.97)

Proof. Let x = tn such that (s.t.) dx = ntn−1dt. Then the Gamma function Eq.(C.90) is modified by

p! =

∫ ∞
0

dx e−xxp =

∫ ∞
0

dt ntn−1e−t
n

tnp = n

∫ ∞
0

dt e−t
n

tnp+n−1. (C.98)

In order to elliminate the last term, np+ n− 1 should be substituted with zero given by

np+ n− 1 = 0⇔ p =
1− n
n

=
1

n
− 1.

With this relation, Eq. (C.98) becomes

( 1

n
− 1
)

! = n

∫ ∞
0

dt e−t
n

,

which can be expressed in terms of (1/n)! as∫ ∞
0

dt e−t
n

=
1

n

( 1

n
− 1
)

! =
( 1

n

)
!.

Integral C.13.10. (1

2

)
! =

√
π

2
. (C.99)

Proof. By Eq. (C.97), (1/2)! becomes

(1

2

)
! =

∫ ∞
0

dx e−x
2

=
1

2

∫ ∞
−∞

dx e−x
2

.

Since x is a dummy index, the square of (1/2)! can be expressed as

(1

2

)
!
(1

2

)
! =

1

4

∫ ∞
−∞

dx e−x
2

∫ ∞
−∞

dy e−y
2

=
1

4

∫ ∞
−∞

dx

∫ ∞
−∞

dy e−(x2+y2). (C.100)

By the spherical coordinates, x and y are transformed in terms of the radial coordinate r and the polar

coordinate θ given by

x = r cos θ, y = r sin θ,

such that r2 = x2 + y2. From Table. C.1, the infinitesimal differential area element is

da = dx dy = rdrdθ.
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Then Eq. (C.100) becomes

(1

2

)
!
(1

2

)
! =

1

4

∫ ∞
−∞

dx

∫ ∞
−∞

dy e−(x2+y2) =
1

4

∫ 2π

0

dθ

∫ ∞
0

dr re−r
2

,

where the integral with respect to r can be solved by integration by substitution (r2 = u s.t. 2rdr = du)

in the form ∫ ∞
0

dr re−r
2

=
1

2

∫ ∞
0

du e−u = −1

2
e−u

∣∣∣∣∣
∞

0

=
1

2
. (C.101)

Therefore Eq. (C.100) is calculated as follows

(1

2

)
!
(1

2

)
! =

1

4

∫ 2π

0

dθ

∫ ∞
0

dr re−r
2

=
1

4
× 2π × 1

2
=
π

4
,

which implies that (1

2

)
! =

√
π

2
.

Integral C.13.11. ∫ ∞
0

dx exp (−ax2) =
1

2

√
π

a
. (C.102)

Proof. Let x = at2 s.t. dx = 2at dt. Then the Gamma function Eq.(C.90) is modified as

p! =

∫ ∞
0

dx e−xxp =

∫ ∞
0

dt 2at e−at
2

(at2)p = 2ap+1

∫ ∞
0

dt e−at
2

t2p+1. (C.103)

In order to elliminate the last term, 2p+ 1 should be substituted with zero given by

2p+ 1 = 0⇔ p = −1

2
.

With this relation, Eq. (C.103) becomes

(
− 1

2

)
! = 2

√
a

∫ ∞
0

dt e−at
2

. (C.104)

From Eq. (C.99), (−1/2)! can be obtained by

(1

2

)
! =

1

2

(
− 1

2

)
! =

√
π

2
,

which implies that (
− 1

2

)
! =
√
π. (C.105)

Therefore Eq. (C.104) is calculated by ∫ ∞
0

dt e−at
2

=
1

2

√
π

a
.

Since e−at
2

is an even function, Eq. (C.102) can be written in the form∫ ∞
−∞

dt e−at
2

=

√
π

a
. (C.106)
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Integral C.13.12. ∫ ∞
−∞

dx exp (−ax2 + bx) = exp

[
b2

4a

]√
π

a
. (C.107)

Proof. Provided a and b are any constants, the integral with respect to x becomes

∫ ∞
−∞

dx exp
(
− ax2 + bx

)
=

∫ ∞
−∞

dx exp

[
− a
(
x2 − b

a
x+

b2

4a2
− b2

4a2

)]

= exp

[
b2

4a

]∫ ∞
−∞

dx exp

[
− a
(
x− b

2a

)2
]
.

Let x− b/2a = t s.t. dx = dt. From Eq. (C.106), the last integral term can be calculated as follows

∫ ∞
−∞

dx exp

[
− a
(
x− b

2a

)2
]

=

∫ ∞
−∞

dt exp

[
− at2

]
=

√
π

a
.

Thus one obtain ∫ ∞
−∞

dx exp
(
− ax2 + bx

)
= exp

[
b2

4a

]√
π

a
.

Integral C.13.13. ∫ ∞
−∞

dx exp (−x2) cos ax =
√
πe−

1
4a

2

(C.108)

Proof. Assume that a function f is defined by

f(a, x) =

∫ ∞
−∞

dx e−x
2

cos ax.

By integration by parts, f(a, x) becomes

f(a, x) =

∫ ∞
−∞

dx e−x
2

cos ax =

∫ ∞
−∞

dx e−x
2 d

dx

[
1

a
sin ax

]

=
���

���
���1

a
e−x

2

sin ax

∣∣∣∣∣
∞

x=−∞

−
∫ ∞
−∞

dx (−2xe−x
2

)
1

a
sin ax

=
2

a

∫ ∞
−∞

dx xe−x
2

sin ax. (C.109)

Next, by differentiation with respect to a, one find that

d

da
f(a, x) =

d

da

∫ ∞
−∞

dx e−x
2

cos ax =

∫ ∞
−∞

dx e−x
2 ∂

∂a

[
cos ax

]

= −
∫ ∞
−∞

dx xe−x
2

sin ax ≡ −a
2
f(a, x),

which becomes the differential equation given by

d

da
f(a, x) +

a

2
f(a, x) = 0. (C.110)
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The 1st-order differential equation can be solved by

d

da
f(a, x) = −a

2
f(a, x)⇔ df

f
= −a

2
da. (C.111)

By integration, both sides of Eq. (C.111) are calculated as follows

RHS =

∫
df

f
= ln f,

LHS = −
∫
a

2
da = −1

4
a2 + C,

where C is a integral constant. Therefore the solution of Eq. (C.110) is

f(a, x) = e−
1
4a

2+C ≡ C1e
− 1

4a
2

,

where C1 is another integral constant. By the initial definition of f(a, x), one obtain

f(a, x) =

∫ ∞
−∞

dx e−x
2

cos ax = C1e
− 1

4a
2

.

By substituting a by 0,

f(0, x) =

∫ ∞
−∞

dx e−x
2

=
√
π = C1.

Thus a function f(a, x) can be integrated to give∫ ∞
−∞

dx e−x
2

cos ax =
√
πe−

1
4a

2

.

Integral C.13.14. ∫ ∞
0

dx x2 exp (−ax2) =
1

4

√
π

a3
. (C.112)

Proof. By taking x = at2 such that dx = 2at dt, the Gamma function in Eq. (C.90) is expressed as

p! =

∫ ∞
0

dx e−xxp = 2a

∫ ∞
0

dt t e−at
2

(at2)p = 2ap+1

∫ ∞
0

dt e−at
2

t2p+1. (C.113)

We find by taking 2p+ 1 = 2 that p = 1/2. Equation (C.113) can then be evaluated as(
1

2

)
! = 2a

1
2 +1

∫ ∞
0

dt e−at
2

t2.

From Eq. (C.99), the integral becomes∫ ∞
0

dt e−at
2

t2 =

√
π

4a
3
2

=
1

4

√
π

a3
. (C.114)

Integral C.13.15. ∫ ∞
−∞

dx
sin2 x

x2
= π. (C.115)
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Proof. Since cos 2x = cos2 x− sin2 x = 1− 2 sin2 x, the integral can be expressed as [143]∫ ∞
−∞

dx
sin2 x

x2
=

1

2

∫ ∞
−∞

dx
1− cos 2x

x2
= Re

1

2

∫ ∞
−∞

dx
1− ei2x

x2
. (C.116)

Here, the exponential term in the numerator of the integrand can be expanded by Taylor expansion as

ei2x = 1 + i2x+
(i2x)2

2!
+

(i2x)3

3!
+ · · · .

To eliminate the pole of (1− ei2x)/x2, the integral in Eq. (C.116) needs to be modified as [143]

Int =

∫ ∞
−∞

dx
1− cos 2x

x2
= Re

∫ ∞
−∞

dx
1− ei2x + i2x

x2
, (C.117)

which further makes

Int = Re

∫ ∞
−∞

dx
1 + i2x− (1 + i2x+ · · · )

x2
= −Re

∫ ∞
−∞

dx
1

x2

[
(i2x)2

2!
+

(i2x)3

3!
+ · · ·

]
. (C.118)

We can see from this equation that Eq. (C.117) has no poles due to the term of i2x. The integral over

the contour C illustrated in Fig. C.4(a) is then obtained according to Cachy integral theorem [133]∮
C

dz f(z) =

∮
C

dz
1− ei2z + i2z

z2
= 0, (C.119)

since the integrand f(z) has no poles. Equation (C.119) becomes∮
C

dz f(z) =

∫
C1

dx
1− ei2x + i2x

x2
+

∫
C2

dz
1− ei2z + i2z

z2
+ = 0, (C.120)

which yields ∫ R

−R
dx

1− ei2x + i2x

x2
= −

∫
C2

dz
1− ei2z + i2z

z2

= −i2
∫

C2

dz
1

z
−
∫

C2

dz
1− ei2z

z2
. (C.121)

No polse

Pole

(a) (b)

Figure C.4: (a) A contour C = C1 + C2 on the complex plane z = x+ iy. (b) There is singular pole at
z = 0 in a contour C3.
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The first integral in Eq. (C.121) can be solved to obtain∫
C2

dz
1

z
=

1

2

∮
C3

dz
1

z
, (C.122)

where the integral over the contour C3 is obtained according to Residue theorem. When a function f is

analytic and f has a pole of the order of m at z = a, the residue can be obtained, giving [133]

Res[f(z) : a] =
1

(m− 1)!
lim
z→a

(
d

dz

)m−1

(z − a)mf(z). (C.123)

According to Residue theorem, the Cachy integral can be evaluated as [133]

∮
C

dz f(z) = 2πi

n∑
k=1

Res [f(z) : zk]. (C.124)

Let us consider that a function f(z) = p(z)/q(z) is analytic at z = z0, p(z0) 6= 0 and q(z) has a simple

pole at z = z0. The Residue is then obtained, yielding [133]

Res[f(z) : z0] =
p(z0)

q′(z0)
=

p(z)

q′(z)

∣∣∣∣∣
z=z0

= lim
z→z0

p(z)

q′(z)
. (C.125)

From the Residue theorem, the right-hand side in Eq. (C.122) can be evaluated over the contour C3 in

Fig. C.4(b) as ∮
C3

dz
1

z
= 2πi Res

[
1

z
: z = 0

]
= 2πi× 1 = 2πi, (C.126)

which leads to ∫
C2

dz
1

z
=

1

2
2πi = iπ. (C.127)

We also find by taking z = Reiθ that the second term in Eq. (C.121) tends to 0 as R→∞, yielding

lim
R→∞

∫
C2

dz
1− ei2z

z2
= lim
R→∞

∫ R

−R
dz

1− ei2Reiθ

R2ei2θ
= 0. (C.128)

By substituting Eqs. (C.127) and (C.128) into Eq. (C.121), we thus find that Eq. (C.117) can be evaluated

as

lim
R→∞

∫ R

−R
dx

1− ei2x + i2x

x2
= −i2× iπ −

���
���

��:0∫
C2

dz
1− ei2z

z2
= 2π, (C.129)

which leads to the result ∫ ∞
−∞

dx
sin2 x

x2
= Re

1

2

∫ ∞
−∞

dx
1− ei2x + i2x

x2
= π. (C.130)
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[73] J. Kröll, J. Darmo, and K. Unterrainer, “Terahertz optical activity of sucrose single-crystals,” Vib.

spectrosc., 43, 324, (2007).

[74] O. Ostroverkhova, D. Cooke, F. Hegmann, R. Tykwinski, S. Parkin, and J. Anthony, “Anisotropy

of transient photoconductivity in functionalized pentacene single crystals,” Appl. Phys. Lett., 89,

192113, (2006).

[75] D. J. Aschaffenburg, M. R. C. Williams, D. Talbayev, D. F. Santavicca, D. E. Prober, and C. A.

Schmuttenmaer, “Efficient measurement of broadband terahertz optical activity,” Appl. Phys. Lett.,

100, 241114, (2012).

[76] A. M. Shuvaev, G. V. Astakhov, A. Pimenov, C. Brune, H. Buhmann, and L. W. Molenkamp,

“Giant magneto-optical Faraday effect in HgTe thin films in the terahertz spectral range,” Phys.

Rev. Lett., 106, 107404, (2011).

[77] H. Kim, M. Yi, X. Y. Wang, S. W. Cheong, and J. Ahn, “Ultrafast terahertz transmission ellipsom-

etry of YMn2O5 electromagnons,” Appl. Phys. Lett., 101, 242911, (2012).

[78] G. Xuejiao, X. Wei, and S. Jingling, “THz Spectroscopy and Polarization of Jade,” Proceedings of

SPIE, 7854, 78542H, (2010).

[79] J. W. Anthony, Handbook of mineralogy (Ariz.: Mineral Data Pub., 1990).

[80] M. D. Welch and W. G. Marshall, “High-pressure behavior of clinochlore,” Am. Mineral., 86, 1380,

(2001).

[81] A. C. Rule and S. W. Bailey, “Refinement of the crystal-structure of a monoclinic ferroan

clinochlore,” Clays and Clay Miner., 35, 129, (1987).

[82] C. K. Kohut and C. J. Warren, “Chlorites,” in Soil Mineralogy with Environmental Applications

edited by J. B. Dizon and D. G. Schulze, (USA: Soil Science Society of America, 2002).

[83] G. E. Spinnler, P. G. Self, S. Iijima, and P. R. Buseck, “Stacking disorder in clinochlore chlorite,”

Am. Mineral., 69, 252, (1984).

[84] S. Kojima, N. Tsumura, M. W. Takeda, and S. Nishizawa, “Far-infrared phonon-polariton dispersion

probed by terahertz time-domain spectroscopy,” Phys. Rev. B, 67, 035102, (2003).

[85] N. B. Colthup, L. H. Daly, and S. E. Wiberley, Introduction to infrared and Raman spectroscopy 3rd

edition (Boston: Academic Press, 1990).

[86] F. A. Cotton, Chemical applications of group theory 3rd edition (New York: Wiley, 1990).

[87] W. G. Fateley, Infrared and Raman selection rules for molecular and lattice vibrations: the correla-

tion method (New York,: Wiley-Interscience, 1972).

186



[88] E. R. Brown, J. E. Bjarnason, A. M. Fedor, and T. M. Korter, “On the strong and narrow absorption

signature in lactose at 0.53 THz,” Appl. Phys. Lett., 90, 061908, (2007).

[89] A. M. Hofmeister, E. Keppel, and A. K. Speck, “Absorption and reflection infrared spectra of MgO

and other diatomic compounds,” Mon. Not. R. Astron. Soc., 345, 16, (2003).

[90] A. B. Kuzmenko, E. A. Tishchenko, and V. G. Orlov, “Transverse optic modes in monoclinic α-

Bi2O3,” J. Phys.: Condens. Mat., 8, 6199, (1996).

[91] T. Moller, P. Becker, L. Bohaty, J. Hemberger, and M. Gruninger, “Infrared-active phonon modes

in monoclinic multiferroic MnWO4,” Phys. Rev. B, 90, 155105, (2014).

[92] J. R. Aronson, A. G. Emslie, E. V. Miseo, E. M. Smith, and P. F. Strong, “Optical-constants of

monoclinic anisotropic crystals - gypsum,” Appl. Optics, 22, 4093, (1983).

[93] S. A. Fitzgerald and A. J. Sievers, “Lattice phonon modes in solid C-60 studied by far-Infrared

spectroscopy - Comment,” Phys. Rev. Lett., 70, 3175, (1993).

[94] C. Koike, H. Hasegawa, and T. Hattori, “Mid-infrared and far-infrared extinction coefficients of

hydrous silicate minerals,” Astrophys. Space Sci., 88, 89, (1982).

[95] D. R. Collins, W. G. Stirling, C. R. A. Catlow, and G. Rowbotham, “Determination of acoustic

phonon-dispersion curves in layer silicates by inelastic neutron-scattering and computer-simulation

techniques,” Phys. Chem. Miner., 19, 520, (1993).

[96] K. R. Rao, S. L. Chaplot, N. Choudhury, S. Ghose, and D. L. Price, “Phonon density of states and

specific-heat of forsterite, Mg2SiO4,” Science, 236, 64, (1987).

[97] K. R. Rao, S. L. Chaplot, N. Choudhury, S. Ghose, J. M. Hastings, L. M. Corliss, et al., “Lattice-

dynamics and inelastic neutron-scattering from forsterite, Mg2SiO4: phonon-dispersion relation,

density of states and specific-heat,” Phys. Chem. Miner., 16, 83, (1988).

[98] F. Gervais and B. Piriou, “Temperature-dependence of transverse-optic and longitudinal-optic

modes in TiO2 (rutile),” Phys. Rev. B, 10, 1642, (1974).

[99] M. Schubert, T. Tiwald, and C. Herzinger, “Infrared dielectric anisotropy and phonon modes of

sapphire,” Phys. Rev. B, 61, 8187, (2000).

[100] D. W. Berreman and F. C. Unterwald, “Adjusting poles and zeros of dielectric dispersion to fit

reststrahlen of PrCl3, and LaCl3,” Phys. Rev., 174, 791, (1968).

[101] A. S. Barker, “Transverse and longitudinal optic mode study in MgF2, and ZnF2,” Phys. Rev.,

136, A1290, (1964).

[102] T. Kurosawa, “Polarization waves in solids,” J. Phys. Soc. Jpn., 16, 1298, (1961).

[103] R. P. Lowndes, “Influence of Lattice Anharmonicity on the Longitudinal Optic Modes of Cubic

Ionic Solids,” Phys. Rev. B, 1, 2754, (1970).

[104] X.-L. Yang and S.-W. Xie. “Expression of third-order effective nonlinear susceptibility for third-

harmonic generation in crystals,” Appl. Optics 34, 6130, (1995).

187



[105] I. Brener, D. Dykaar, A. Frommer, L. N. Pfeiffer, J. Lopata, J. Wynn, K. West, and M. C. Nuss,

“Terahertz emission from electric field singularities in biased semiconductors,” Opt. Lett. 21, 1924-

1926 (1996).

[106] M. Tonouchi, M. Yamashita, and M. Hangyo, “Terahertz radiation imaging of supercurrent distri-

bution in vortex-penetrated YBa2Cu3O7−δ thin film strips,” J. Appl. Phys. 87, 7366-7375 (2000).

[107] M. Yi, K. Lee, J.-D. Song, and J. Ahn, “Terahertz phase microscopy in the sub-wavelength regime,”

Appl. Phys. Lett. 100, 161110 (2012).

[108] J. Knab, A. Adam, M. Nagel, E. Shaner, M. Seo, D. Kim, and P. Planken, “Terahertz near-field

vectorial imaging of subwavelength apertures and aperture arrays,” Opt. Express 17, 15072-15086

(2009).

[109] J. Knab, A. Adam, E. Shaner, H. Starmans, and P. Planken, “Terahertz near-field spectroscopy of

filled subwavelength sized apertures in thin metal films,” Opt. Express 21, 1101-1112 (2013).

[110] H.-R. Park, K. J. Ahn, S. Han, Y.-M. Bahk, N. Park, and D.-S. Kim, “Colossal Absorption of

Molecules Inside Single Terahertz Nanoantennas,” Nano Lett. 13, 1782-1786 (2013).

[111] M. Seo, H. Park, S. Koo, D. Park, J. Kang, O. Suwal, S. Choi, P. Planken, G. Park, and N. Park,

“Terahertz field enhancement by a metallic nano slit operating beyond the skin-depth limit,” Nat.

Photonics 3, 152-156 (2009).

[112] J.-H. Kang, D. Kim, and Q.-H. Park, “Local capacitor model for plasmonic electric field enhance-

ment,” Phys. Rev. Lett. 102, 093906 (2009).

[113] C. Genet and T. Ebbesen, “Light in tiny holes,” Nature 445, 39-46 (2007).

[114] E. H. Khoo, E. P. Li, and K. B. Crozier, “Plasmonic wave plate based on subwavelength nanoslits,”

Opt. Lett. 36, 2498-2500 (2011).

[115] P. F. Chimento, N. V. Kuzmin, J. Bosman, P. F. Alkemade, G. W. t Hooft, and E. R. Eliel, “A

subwavelength slit as a quarter-wave retarder,” Opt. Express 19, 24219-24227 (2011).

[116] H. A. Bethe, “Theory of diffraction by small holes,” Phys. Rev. 66, 163 (1944).

[117] C. J. Bouwkamp, “On Bethe’s theory of diffraction by small holes,” Philips Res. Rep 5, 321-332

(1950).
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